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ABSTRACT
Chatbots are becoming increasingly popular as a human-computer
interface. The traditional best practices normally applied to User
Experience (UX) design cannot easily be applied to chatbots, nor
can conventional usability testing techniques guarantee accuracy.
WeightMentor is a bespoke self-help motivational tool for weight
loss maintenance. This study addresses the following four research
questions: How usable is theWeightMentor chatbot, according to
conventional usability methods?; To what extend will different
conventional usability questionnaires correlate when evaluating
chatbot usability?; And how do they correlate to a tailored chat-
bot usability survey score?; What is the optimum number of users
required to identify chatbot usability issues?; How many task repe-
titions are required for a first-time chatbot users to reach optimum
task performance (i.e. efficiency based on task completion times)?
This paper describes the procedure for testing the WeightMentor
chatbot, assesses correlation between typical usability testing met-
rics, and suggests that conventional wisdom on participant num-
bers for identifying usability issues may not apply to chatbots. The
study design was a usability study. WeightMentor was tested using
a pre-determined usability testing protocol, evaluating ease of task
completion, unique usability errors and participant opinions on the
chatbot (collected using usability questionnaires). WeightMentor
usability scores were generally high, and correlation between ques-
tionnaires was strong. The optimum number of users for identifying
chatbot usability errors was 26, which challenges previous research.
Chatbot users reached optimum proficiency in tasks after just one
repetition. Usability test outcomes confirm what is already known

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
ECCE ’19, September 10–13, 2019, Belfast, UK
© 2019 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 978-1-4503-7166-7-9/10/19.

about chatbots - that they are highly usable (due to their simple
interface and conversation-driven functionality) but conventional
methods for assessing usability and user experience may not be as
accurate when applied to chatbots.
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1 INTRODUCTION
Chatbots are becoming increasingly popular as a human-computer
interface. The year 2016 was described as "The rise of the chatbot"
[20], and major companies including Microsoft, Google, Amazon
and Apple have all developed and deployed their own "personal
digital assistants" or "smart speakers" which are platforms for chat-
bots (also known as voicebots). Interacting with a chatbot is ar-
guably more natural and intuitive given that it is like human-human
interaction when compared to conventional methods for human-
computer interaction. Moreover, given that chatbots integrate with
popular social media platforms such as Facebook Messenger or
Skype, users are not required to learn new unfamiliar interfaces or
even download an app.

1.1 Chatbot UX Design
Cameron et al. (2018) suggested that the chatbot development life-
cycle is different from traditional development life-cycles [7]. For ex-
ample, where conventional user interface design may focus on user
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interface prototyping, chatbot design instead focuses on conversa-
tion modelling, and the "interface" may be improved by analysing
interaction logs to determine how best to improve conversation
flow [7]. Best practices for User Experience (UX) design, such as
Schneiderman’s Eight Golden Rules [27] and Nielsen’s Ten Usabil-
ity Heuristics [18] cannot be easily applied to chatbots, which must
instead replicate human conversation. Moore et al. (2017) iden-
tify three basic principles of conversation design, and four main
conversation types, summarized in Tables 1 and 2 [17].

Table 1: Basic conversation design principles (Moore et al.
2017)

Principle Description

Recipient Design Tailoring conversation to match user’s
level of understanding

Minimization Keeping interactions as short and simple
as possible

Repair Recovering from failures and helping un-
derstanding (e.g. repeating/rephrasing)

Table 2: Main conversation types (Moore et al. 2017)

Conversation Type Description

Ordinary Conversation Casual and unrestrained (e.g.
small talk)

Service Conversation Constrained by rules and
roles (e.g. customer service
agent/customer)

Teaching Conversation Happens between teacher and
student. Teacher probes to test
knowledge

Counselling Conversation Counselee leads the conversa-
tion, seeking advice from the
counsellor

1.2 Testing Usability of Chatbots
Usability tests are generally conducted according to standard prac-
tices using standardized tools. However, in some cases it is nec-
essary to modify test protocols to account for characteristics of
participants or technologies. Gibson et al. (2016) described a us-
ability test of an app designed for aiding reminiscence in people
living with dementia. In this case it was necessary to favour us-
ability testing metrics such as task completion over others such as
concurrent think-aloud and usability questionnaires [12]. It may be
necessary to similarly modify traditional usability testing methods
when testing chatbots. UX24/7 describe four main issues that may
be encountered by users of a traditional system such as a website.
These four issues are Language, Branding, Functions and Informa-
tion Retrieval [29]. If language used on a website is too complex, a
user may struggle to understand. Chatbot users may face the same

issue, as chatbots are conversation-based. Branding in websites and
software is generally always visual, using recognizable graphics
and colours. Chatbots, on the other hand, are conversation driven,
thus the conversation and tone of voice need to reflect the brand.
If functions of a website or system are poorly designed, this will
reduce the usability of the site. In conversation-based systems, func-
tions may be considered equal to conversations, and conversation
flow, which, if poorly designed will also affect usability. Finally,
information retrieval must be accurate. In a web-based system for
example, a poorly designed search function may result in incorrect
information being returned to the user, but in chatbot terms, this
may happen if the chatbot incorrectly interprets what the user says
or misunderstands their question [29].

A 2018 study by Nielsen-Norman group suggested that several
aspects of chatbots should be tested in order to validate the UX [5].
These include interaction style (e.g. buttons and links vs. text entry),
conversation flow, language and privacy. Nevertheless, it is evident
that testing the usability of chatbots might require new methods
beyond the conventional usability engineering instruments since
chatbots offer a very different kind of human-computer interaction.
Furthermore, given that usability validation of medical devices and
healthcare software is often a requirement for FDA approval, mea-
suring the usability of a healthcare focused chatbot is an important
research topic.

1.3 Chatbots in Healthcare
Whilst the research is primitive, chatbots have been shown to be
of use as "therapeutic" healthcare interventions or for at least aug-
menting traditional healthcare interventions. Barak et al. (2009)
reported that the ability of chatbots to create empathy and react
to emotions resulted in higher compliance with therapeutic treat-
ments [3]. Healthcare focused chatbots facilitate increased user
engagement and increased usability [10] and may also solve issues
with text message-based systems, such as 24-hour availability and
automated messages sounding less human [9]. In response to grow-
ing waiting lists and difficulties in accessing mental health services,
Cameron et al. (2018) developed iHelpr, a self-help mental health
chatbot. It is suggested that conversational interfaces may soon
replace web pages and smartphone apps as the preferred means of
conducting online tasks [8]. Chatbots are suggested to be of use in
the area of mental health because they provide instant access to
help and support and increased efficiency [6].

1.4 The WeightMentor Chatbot
In this paper, we describe a study that assessed the usability of a
healthcare focused chatbot calledWeightMentor, which we have de-
veloped at Ulster University. This chatbot is a bespoke self-help mo-
tivational tool for weight loss maintenance, with the purpose of sup-
ports weight loss maintenance by encouraging self-reporting, per-
sonalized feedback, and motivational dialogues [13]. Self-reporting,
personalized feedback and motivation have been shown to be ben-
eficial for weight loss maintenance in the short term [9] [11]. This
paper involves the usability testing of the WeightMentor chatbot
and uses this experiment as a case study to help answer several key
research questions in this field.
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