Voice Pathology Detection Using Interlaced Derivative Pattern on Glottal Source Excitation
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Abstract:

In this paper, we propose a voice pathology detection and classification method using an interlaced derivative pattern (IDP), which involves an \( n \)-th order directional derivative, on a spectro-temporal description of a glottal source excitation signal. It is shown previously that directional information is useful to detect pathologies due to its encoding ability along time, frequency, and time-frequency axes. The IDP, being an \( n \)-th order derivative, is capable of describing more information than a first order derivative pattern by combining
all the directional information into one. In the IDP, first-order derivatives are calculated in four directions, and these derivatives are thresholded with the center value of each directional channel to produce the final IDP. A support vector machine is used as a classification technique. Experiments are conducted using three different databases, which are the Massachusetts Eye and Ear Infirmary database, Saarbrucken Voice Database, and Arabic Voice Pathology Database. Experimental results show that the IDP based features give higher accuracy than that using other related features in all the three databases. The accuracies using cross-databases are also high using the IDP features.

1. INTRODUCTION

Automatic detection of vocal fold pathologies is an interest to the researchers of speech or voice community, as well as the respective medical community. This is due to its non-invasive nature, free from subjective biasness, and relatively low cost. There have been a lot of researches to detect voice pathology by analyzing voice. The main emphasis was to develop a feature or a feature vector that can effectively distinguish between normal and pathological voices. The features can broadly be divided into two groups, one imported from speech or speaker recognition applications, and the other from voice quality measurements. The features that came from speech or speaker recognition applications include Mel-frequency cepstral coefficients (MFCC), linear prediction cepstral coefficients (LPCC), and relative spectra per-cepstral linear prediction (RASTA-PLP) [1–3]. On the other hand, the features coming from voice quality measurements are, among others, shimmer, jitter, harmonic-to-noise ratio, and cepstral peak prominence [3]. Recently, features from audio and image processing applications are also integrated in voice pathology detection. These features include MPEG-7 audio features [4], fractal analysis [5], modulation spectrum [6], formants [35]. The use of nonlinear features have studied too in the field of voice pathology detection [29–32].

Though there exists a lot of related works, most of them use the Massachusetts
Eye and Ear Infirmary (MEEI) database [7], where normal and pathological samples are recorded in two different environments. Therefore, for a classification technique, it is not clear whether the classifier is classifying pathologies or environments. There are some works that use other databases; however, many of them are using only one database at a time. The question arises: are the existing voice pathology detection techniques database dependent? For example, Markaki and Stylianou showed that normalized modulation spectral features achieve more than 92% detection rate in the MEEI database, but it drops below 80% in a cross-database experiment [8]. The same features set without normalization have a detection rate of 94.1% in the MEEI database, and 62.3% in cross-database. The normalization increases the accuracy in the cross-database scenario at the expense of a decrease in a single database experiment. Therefore, there is a need to develop such a features set that achieve a high accuracy in both single database and cross-database experiments. These features should also visually justify the detection.

In this paper, a set of features are proposed to detect voice pathology from a glottal source excitation signal. A voice signal is a convolution between a source signal (originated from the lung) and the vocal tract filter. In a voiced signal, the vocal folds open and close in a periodic manner that produces pitch of the signal. The vocal tract is simply shaping the signal to produce a desired phone. In this study, we refer voice pathology to an abnormality in voice caused by pathology in the vocal fold(s). Vocal folds contribute to the glottal source excitation, and therefore, any abnormality in the glottal source excitation is an indication of voice pathology. There are some researches of voice pathology detection using the glottal source excitation [9–12]. For example, glottal formant frequency and bandwidth, spectral balances, and center of gravity are extracted from the glottal source signal to detect voice pathology in [10]. Features from dynamics of average glottal source and mucosal wave spectrum are used to detect voice pathology in [11]. In [9], a power spectral density envelop of the glottal source is utilized in a form of a specific harmonic-to-harmonic relationship. Back in 1975, Koike and Markel first showed the use of inverse filtering (residue output) in voice pathology detection in an experiment involving only 10 normal
persons and 10 patients having voice pathology [12]. Residue signal is also used in [13] for voice pathology detection. There are several techniques to estimate the glottal source excitation from the voice signal. A good review of this topic can be found in [14].

In this paper, the first-order derivative of the glottal source excitation is utilized to extract features. It is well-known that a first-order derivative (without smoothing) generally decreases the signal-to-noise ratio. Any weak disturbances caused by irregular vibrations of the vocal folds (due to the location and the shape of the pathology, elasticity of the tissues, etc.) are emphasized in the first-order derivative signal. This derivative signal is further processed to have a spectrum. The spectrum is divided into several bands, whose center frequencies are ‘Mel’ spaced. An interlaced derivative pattern (IDP) [15,16] is extracted from the spectro-temporal representation of the first-order derivative of the glottal source. The IDP is a texture descriptor, and successfully applied to applications including gender recognition from faces [15] and automatic speech recognition [16]. A support vector machine (SVM) is applied for classification. Three different databases are used to evaluate the proposed method for voice pathology detection and classification. The major contributions of this paper are (i) to develop a method using the IDP to detect and classify voice pathologies, (2) to use first-order derivative in the glottal source excitation to lower the signal-to-noise ratio to enhance the weak noises arisen from the closing and opening of the pathological vocal folds, (3) to validate the performance of the proposed method using multiple databases, and using cross-database, and (4) to investigate the use of the voice signal and the glottal source excitation by an inverse filtering in the proposed method.

The rest of the paper is organized as follows. Section 2 describes the proposed method; Section 3 presents the experiments; Section 4 gives the discussion, and Section 5 draws some conclusions.
Figure 1: Block diagram of the proposed IDP based voice pathology detection and classification method.

2. PROPOSED METHOD

Fig. 1 shows a block diagram of the proposed IDP based voice pathology detection and classification method. First, a glottal source excitation signal is estimated using an interactive adaptive inverse filtering (IAIF) technique from an input voice signal. First-order derivative of the glottal signal is calculated for further processing. The Fourier transform is applied to the frames of the first-order derivative signal to get a spectrum. 24 band-pass filters (BPFs), whose center frequencies are spaced on a Mel scale, are utilized to get the contributions of 24 different frequency bands. The filter outputs are then log-compressed. The IDP encodes an $n$-th order directional derivative pattern of the spectro-temporal description (whose horizontal axis represents the frame number, and vertical axis represents the filter number). The IDP features are fed to an SVM classifier.

2.1 Glottal source excitation

There are several techniques to estimate the glottal source excitation. In this study, we used the IAIF algorithm [17], which is publicly available at http://users.aalto.fi/traitio/research.html. In the IAIF algorithm, high-pass filtering is applied to remove low
frequency fluctuations. Using the linear predictive coding, the effect of the vocal tract filter is estimated, and is canceled out through inverse filtering. The effect of the lip radiation is canceled through integration. This process is done iteratively to get a good estimation of the glottal source [17]. By inverse filtering, the effect of vocal tract filtering is eliminated. We do not need spectral information of vocal tract filtering, because we are concerned about glottal signal (which is affected by vocal fold pathologies), not speech characteristics. The spectral characteristics that we are interested in are produced by irregular vibrations of the vocal folds, not the spectral characteristics produced by the vocal tract shaping.

Once the glottal source waveform is estimated, a first-order derivative operation is applied to the waveform to get the derivative wave. This derivative wave has a lower signal-to-noise ratio, which is useful to find the weak noise contribution that arises from vocal fold pathologies. For a good phonation, energy is mostly concentrated in lower frequencies due to low glottal formant frequencies; however, because of irregular vibration of the vocal folds in case of pathology, energy is significant also in higher frequencies. Fig. 2 shows examples of the spectrums of the glottal source signal and its first-order derivative signal of a pathological sample. From the figure, we can see that in the higher frequencies there is more energy in the first-order derivative signal spectrum than in the original glottal source signal (see the zoomed-in frequency range [2000–4000] Hz in (e) and (f) of Fig. 2). This justifies the use of first-order derivative signal for further processing. The signal is framed, where the frame size is 30 milliseconds, and Hamming windowed. The frames are overlapped by 50%. The Fourier transform is applied to each frame to get a spectrogram from the first-order derivative signal. 24-BPFs are applied to the spectrogram. From experiments, we found that outputs of filters 17–24 are not discriminative to this task; therefore, we retained the outputs of the first 16 filters.
Figure 2: Difference of spectrums of glottal source excitation signal and its derivative signal. By comparing (e) and (f) we see that there is higher energy at [2000–4000] Hz in the spectrum of the derivative of the glottal source excitation signal than that of the glottal source excitation signal.

2.2 IDP

We have shown before in [18] that directional derivative, which we named as multidirectional regression (MDR), on a spectro-temporal pattern is useful in voice pathology detection. Here, we extend it to a second-order derivative that can encode different directional patterns in a single pattern.

The IDP is a powerful local texture pattern descriptor [15,16]. It is less affected by noise and less redundant than other local texture pattern operators, such as the local binary pattern (LBP) [19]. The $n$-th order IDP operator can be expressed as follows:
In the proposed method, an IDP is produced for the spectro-temporal (spectrogram) description of the first-order derivative of the glottal source. The spectro-temporal description can be considered as an image. The IDP is a four-channel derivative image, representing four directional n-th order derivative in 0°, 45°, 90°, and 135°, respectively. These directions capture temporal, rising temporal-frequency, frequency, and falling temporal-frequency, respectively, information of the spectrogram. This information is further enhanced by taking one more order derivative. The order of derivatives is derived from the order of the IDP operator; i.e., for an n-th order IDP operator, the IDP images with four (n-1)-th order derivative channels are produced. These derivative channels present more detailed description of the spectrogram in four directions. A 3 × 3 neighborhood is selected around each point in the spectrogram. For each neighbor, the direction between the center and the neighbor is computed, and the IDP channel with the same direction is selected [15], [16]. Fig. 3 illustrates the 2nd-order IDP operator.

The neighbor is thresholded with the center value in the selected IDP channel, and the result is encoded as a binary number. This thresholding actually encodes the binary result of the first-order derivative among local neighbors and produces an extra order to the IDP operator. Therefore, in each direction, only the derivatives for the center point and its neighbor point in that particular direction will be calculated. The IDP encodes the relationships in the particular directions. In this way, the IDP keeps only the more important information and makes the process much faster. It produces an 8-bit representation of each value of the Mel-spectrogram. The spectro-temporal directional derivative pattern [20], multi directional

\[
IDP^n(p_0) = \left\{ \begin{array}{l}
  f(M_{135}^{n-1}(p_0), M_{135}^{n-1}(p_1)), f(M_{90}^{n-1}(p_0), M_{90}^{n-1}(p_2)), \\
  f(M_{45}^{n-1}(p_0), M_{45}^{n-1}(p_3)), f(M_0^{n-1}(p_0), M_0^{n-1}(p_4)), \\
  f(M_{135}^{n-1}(p_0), M_{135}^{n-1}(p_2)), f(M_{90}^{n-1}(p_0), M_{90}^{n-1}(p_3)), \\
  f(M_{45}^{n-1}(p_0), M_{45}^{n-1}(p_4)), f(M_0^{n-1}(p_0), M_0^{n-1}(p_1))
\end{array} \right.
\]

where the function \( f \) is defined as

\[
f(x,y) = \begin{cases} 
  1, & \text{if } (x-y) \geq 0 \\
  0, & \text{if } (x-y) < 0 
\end{cases}
\]
**Fig. 3.** Illustration of the IDP calculation: (a) a spectro-temporal pattern, where horizontal axis and vertical axis represent frame and filter, respectively, (b) first-order derivative along four directions, and (c) final IDP value for the central element $P_0$. 
derivative pattern [21], and LBP [5] were applied to speech processing applications before; however, they provide first-order derivative information and are incapable of describing more detailed information, while the IDP gives n-th order derivative that can encode more information in a compact form. This is because the amplitude of the n-the derivative of a peak-shaped signal is inversely proportional to the n-th power of the width of the signal. The higher the value of n is, the more discrimination between a narrow spectral peak and a broad spectral peak is. To restrict an increase in computation, we use 2nd-order IDP. Fig. 4 shows examples of the IDP and first-order derivative of the glottal source excitation for (a) a normal sample, (b) a pathological sample of vocal fold cyst, (c) a pathological sample of vocal fold polyp, and (d) a pathological sample of vocal fold paralysis. From the figure, it is obvious that there is more energy (yellow color dominant) in the high number of filters (filters 8–16) in the pathological sample and less energy (red color dominant) in the normal sample. Also, the distribution of energy in different filters for various pathology types is different. In case of polyp, high filters have less energy (red color), and filters 3–8 have high energy (green color). In case of cyst, filters 5–14 have medium energy (yellow color), and in case of paralysis, high energy is present in filters 10–14. So, the difference is visually distinguishable, which may help a doctor to have a primary guess of the pathology type. After this stage, we have 16 features per frame to feed into the SVM classifier.
(a) For a normal sample. Top row: 1st-order derivative of a glottal source; bottom row: the IDP.

(b) For a pathological (vocal fold cyst) sample. Top row: 1st-order derivative of a glottal source; bottom row: the IDP.
Figure 4: Examples of the IDP for a normal and different types of pathological samples.

3. EXPERIMENT

3.1 Database

Three databases were used for the experiments to evaluate the robustness of the proposed method. The databases are the MEEI database, Saarbruecken Voice Database (SVD) [22], and Arabic Voice Pathology Database (AVPD). The speakers in MEEI database samples are native English, those in SVD are native German, while those in AVPD are native Arabs. Only sustained vowel/a/samples were used. Three pathologies, which are vocal folds cysts, unilateral vocal fold paralysis, and
vocal fold polyp, are chosen because these three are common in all the three databases. The number of samples and the gender distribution are given in Table 1. All the files, where necessary, were downsampled to have a uniform sampling frequency of 25 KHz.

We chose the MEEI database, because it is the most commonly used database in voice pathology detection research despite its several limitations. The SVD is a freely downloadable database [22]. It has been recorded by the Institute of Phonetics of Saarland University in Germany. This database contains sustained vowels /a/, /i/ and /u/ with different intonations, normal, low, high and low-high-low, spoken by a large number of normal persons and patients having voice pathology. Very few studies of voice pathology detection have been done on this database [23].

<table>
<thead>
<tr>
<th>Database</th>
<th>Normal</th>
<th>Pathological</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Cysts</td>
</tr>
<tr>
<td>AVPD</td>
<td>118</td>
<td>13 (7 + 6)</td>
</tr>
<tr>
<td>MEEI</td>
<td>53</td>
<td>10 (6 + 4)</td>
</tr>
<tr>
<td>SVD</td>
<td>262</td>
<td>6 (5 + 1)</td>
</tr>
</tbody>
</table>

3.1.1 Arabic Voice Pathology Database (AVPD)

The MEEI database has a limitation in the sense that the pathological samples and the normal samples were recorded in two different environments. Therefore, in the experiment with the MEEI database, it is not clear whether the system detects pathology or environment. With the support of National Plans for Science and Technology (NPST), Saudi Arabia, we started to develop AVPD that contains samples of sustained vowels, Arabic digits, some common words, and paragraphs. The selected text covers all Arabic phonemes. All speakers record three utterances of each vowel /a/, /u/ and /i/, while isolated words and continuous speech are recorded once to avoid making a burden on patients. All the speakers were clinically assessed. In case of pathology, the
perceptual severity of voice disorders was rated on a scale of 1–3, where 3 represents the most severe case. This severity rating was associated to each sample naming upon consensus of a panel of three expert medical doctors. A total of five types of vocal folds pathologies were considered including sulcus, nodules, polyp, cyst, and paralysis. The samples were collected in different sessions at Communication and Swallowing Disorders Unit, King AbdulAziz University Hospital, King Saud University, Riyadh, Saudi Arabia, by experienced phoniatrcians in a sound-treated room using a standardized recording protocol. The sampling frequency is 50 KHz (which we downsampled to recorded by using Kay Pentax computerized speech lab (CSL Model 4300). The AVPD will be made publicly available by the end of 2015.

3.2 Classification

For detection and classification, the SVM with radial basis function (RBF) as a kernel was used [24]. There are several advantages of the SVM such as (1) it can provide a good out-of-sample generalization, if the parameters are properly chosen, (2) it can produce a unique solution, unlike neural networks, because the optimality problem is convex, and (3) with the help of kernels, it can achieve the flexibility of the form of the threshold separating the classes. Moreover, the SVM has been extensively utilized in voice pathology detection research [4], [6], [8], [26], [28], [33]. As the principle of SVM is heavily discussed in the literature, we do not provide the details of it in this paper. The RBF was used because it has less restriction than other kernels and is more general than the linear kernels. For a single database experiment, five-fold cross validation approach was utilized, where there was no overlap between training and testing samples in a fold. In the five-fold cross validation, the normal samples and the pathological samples are randomly divided into five equal groups each. In each iteration, four groups each from the normal and the pathological samples are used for training, while the remaining samples are used for testing. Therefore, at the end of five iterations, all the five groups are tested. The optimization parameter (C) and the kernel parameter (γ) were selected by using an
extensive grid search on training samples. The average values of C and γ in our experiments were 2.5 and 0.192, respectively. The overall accuracy (ACC), sensitivity (SN), specificity (SP), and area under the receiver operating characteristic curve (AUC) were obtained by averaging over five folds. For cross-database experiments, there was no fold, because training and testing samples were from different databases. In case of classification experiments, one-versus-rest approach was utilized. As we are using frame level features, the decision on a file is taken based on the majority frames. For example, if the majority of frames in a voice signal are classified as normal, the voice signal is classified as normal.

3.3. Results

3.3.1. Pathology detection

The results on the pathology detection are given in Table 2. The proposed method is compared with 12 MFCC features plus their velocity coefficients [1], [25], and 22 MDVP parameters [26]. From the table, we see that the proposed IDP based method outperforms the other two in all the three databases. In case of SVD and AVPD, the improvement of the proposed method is significant. The proposed method achieves average accuracies of 99.2%, 93.2%, and 91.5% by using MEEI database, SVD, and AVPD, respectively (confidence interval 95%, α = 0.05). Table 3 shows the detection accuracies in cross-database experiments. There were nine experiments for each of the methods. Six experiments were with one database training and another database testing, while the remaining three were with two databases training and the third database testing. From Table 3, we find that training with MEEI database does not provide a good result, because the system is not well trained for normal and pathology for their different recording environments. The proposed method achieves a good detection accuracy when the system was trained with SVD or AVPD. When the system was trained with two databases, the accuracy of the proposed method goes past 87% in all the three cases; however, those for the other two methods are still below 77%.
Table 2. Results of pathology detection (95% confidence interval). (sd, standard deviation).

<table>
<thead>
<tr>
<th>Database</th>
<th>Methods</th>
<th>%ACC ± sd</th>
<th>%SN</th>
<th>%SP</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEEI</td>
<td>Proposed</td>
<td>99.4 ± 0.02</td>
<td>99.4</td>
<td>98.9</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>MFCC 24</td>
<td>97.6 ± 0.19</td>
<td>96.2</td>
<td>92.1</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>MDVP 22</td>
<td>84.3 ± 1.23</td>
<td>83.2</td>
<td>65.2</td>
<td>0.85</td>
</tr>
<tr>
<td>SVD</td>
<td>Proposed</td>
<td>93.2 ± 0.01</td>
<td>94.3</td>
<td>92.3</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>MFCC 24</td>
<td>75.4 ± 0.12</td>
<td>74.5</td>
<td>76.1</td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td>MDVP 22</td>
<td>77.5 ± 0.78</td>
<td>72.1</td>
<td>82.4</td>
<td>0.78</td>
</tr>
<tr>
<td>AVPD</td>
<td>Proposed</td>
<td>91.5 ± 0.09</td>
<td>92.2</td>
<td>91.1</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>MFCC 24</td>
<td>80.6 ± 1.43</td>
<td>79.1</td>
<td>81.2</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>MDVP 22</td>
<td>79.6 ± 2.21</td>
<td>72.6</td>
<td>84.2</td>
<td>0.80</td>
</tr>
</tbody>
</table>

Table 3. Pathology detection accuracies (%) using cross-database (95% confidence interval).

<table>
<thead>
<tr>
<th>Testing</th>
<th>MEEI</th>
<th>SVD</th>
<th>AVPD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Proposed</td>
<td>MFCC 24</td>
<td>MDVP 22</td>
</tr>
<tr>
<td>Training</td>
<td>MEEI (1)</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>SVD (2)</td>
<td>84.7</td>
<td>74.3</td>
</tr>
<tr>
<td></td>
<td>AVPD (3)</td>
<td>78.4</td>
<td>64.3</td>
</tr>
<tr>
<td></td>
<td>(1)+ (2)</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>(2)+ (3)</td>
<td>88.5</td>
<td>73.1</td>
</tr>
<tr>
<td></td>
<td>(1)+ (3)</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

We also performed experiments with a larger subset of MEEI and compared the performances of some state-of-the-art methods. The subset contains samples from 53 normal speakers and 173 pathological speakers (70 male and 103 female). The names of the 173 files are listed in [27]. The same subset was used in the experiments of [1], [6], [28]. In [28], the authors used MFCC and some complexity measures and noise parameters as features. The accuracies of the methods are shown in Table 4. From the table, we find that the proposed method outperforms the three other methods using MEEI subset.
Table 4. Accuracies (%) of the methods using MEEI subset (53 normal and 173 pathological).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>99.38</td>
<td>94.07</td>
<td>94.1</td>
<td>98.23</td>
</tr>
</tbody>
</table>

To investigate the influence of the time duration in pathology detection, we performed an experiment, where all the samples the MEEI subset (53 normal and 173 pathological) were set to have the same length. In this way, all the samples had length of 0.9 s; any sample having more than 0.9 s of length were reduced to first 0.9 s by truncating the rest. In the experiment, we did not notice a significant change in the detection accuracy; we found the detection accuracy of 99.30%, which is very close to 99.38% obtained by keeping the samples in their original lengths (see Table 4).

We performed another set of experiments to investigate the influence of using glottal excitation source in the proposed method. In this case, we omitted the block ‘inverse filtering’ in Fig. 1; so, we applied the ‘first-order derivative’ directly on the input voice. All other parameters remained the same. Table 5 shows the accuracies of the method in the three databases. From the results, we find that the proposed method applied on the glottal excitation source rather than applied directly on the input voice has a positive effect in the detection of vocal fold pathology.

Table 5. Accuracy (%) ± standard deviation of the proposed method with and without using ‘inverse filtering’ in the three databases.

<table>
<thead>
<tr>
<th>Proposed Method</th>
<th>MEEI</th>
<th>SVD</th>
<th>AVPD</th>
</tr>
</thead>
<tbody>
<tr>
<td>With inverse filtering</td>
<td>99.4 ± 0.02</td>
<td>93.2 ± 0.01</td>
<td>91.5 ± 0.09</td>
</tr>
<tr>
<td>Without inverse filtering</td>
<td>99.1 ± 0.02</td>
<td>92.4 ± 0.02</td>
<td>90.2 ± 0.10</td>
</tr>
</tbody>
</table>
3.3.2. Pathology classification

Fig. 5 shows the classification accuracies of the methods when the same database was used for training and testing, but the samples were not overlapped between training and testing in an iteration. The proposed method achieves the best accuracy with the SVD; cyst has the highest accuracy, followed by paralysis and polyp. In all three databases and all the three pathological cases, the proposed method performs far better than the other two methods (significant at 95% confidence interval). The IDP-based method gives 98.2%, 95.3%, and 94.2% accuracies for cyst, paralysis, and polyp, respectively, when the AVPD was used. Table 6 shows a confusion matrix of the proposed method. From the confusion matrix, we find that cyst and polyp were confused between each other by the system, while paralysis were equally confused with cyst and polyp.

Fig. 5. Voice pathology classification accuracy (%) of the methods using the same database training and testing (samples are not overlapped between training and testing in the same iteration).
Table 6. Confusion matrix of the proposed method for voice pathology classification.

<table>
<thead>
<tr>
<th>Input</th>
<th>Output</th>
<th>Cyst</th>
<th>Paralysis</th>
<th>Polyp</th>
<th>Cyst</th>
<th>Paralysis</th>
<th>Polyp</th>
<th>Cyst</th>
<th>Paralysis</th>
<th>Polyp</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cyst</td>
<td>99.1</td>
<td>0</td>
<td>0.9</td>
<td>99.5</td>
<td>0</td>
<td>0.5</td>
<td>98.2</td>
<td>0.4</td>
<td>1.4</td>
<td></td>
</tr>
<tr>
<td>Paralysis</td>
<td>2.6</td>
<td>94.3</td>
<td>3.1</td>
<td>3.4</td>
<td>95.9</td>
<td>0.7</td>
<td>1.4</td>
<td>95.3</td>
<td>3.3</td>
<td></td>
</tr>
<tr>
<td>Polyp</td>
<td>3.9</td>
<td>1.6</td>
<td>94.5</td>
<td>4.3</td>
<td>0.6</td>
<td>95.1</td>
<td>3.0</td>
<td>2.8</td>
<td>94.2</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 6 shows the classification accuracies of the methods when the two databases’ samples were used for training and the third for training. The objective of this type of experiments is to verify if the methods can really perform pathology classification irrespective to recording place, setup, speakers’ native language dependency, etc. The classification accuracy of the proposed method never drops below 80% (confidence interval = 95%) in any of the experiments or in any pathological case. This can definitely prove the robustness of the method considering the fact that the training and the testing datasets are different. The other two methods’ accuracies are relatively low, mostly below 80%.

Fig. 6. Voice pathology classification accuracy (%) of the methods using two databases training and the third database testing.
4. Discussion

An automatic voice pathology detection and classification based on the IDP on the first derivative of the glottal source excitation signal is proposed. First, the glottal source signal is separated from the voice signal by an iterative method, because the glottal source signal can give a clue whether the voice is normal or pathologic. The irregularity of the vocal folds vibration caused by different pathologies produces some weak signals that are associated to the glottal source signal; otherwise, a normal voice produces a fine regular pattern. These weak signals are emphasized by taking the first-order derivative of the glottal source signal. The 2-nd order IDP is calculated on the Mel-spectrogram of the first-order derivative signal. The IDP encodes the relationship along temporal, rising temporal-frequency, frequency, and falling temporal-frequency patterns.

Qiu et al. discovered that some neurons in the primary auditory cortex of mammals are driven to spectro-temporal patterns [34]. Conventional features like MFCC fails to incorporate spectro-temporal pattern in the same coefficient. Therefore, we need directional derivative that can encode changes along both spectral and temporal domain. A first-order derivative [18], [20] operators can detect the change; however, we need a huge number of features to cover the major directions. The IDP not only uses second-order derivatives, but also encodes all the directions into a compact one. Vocal folds' vibration depends on several factors such as mucus present on the vocal folds tissue, stiffness, tension, muscles in the larynx, closing and opening of the folds, etc. These factors are affected differently for various voice pathologies due to the position and the size of the pathologies. Therefore, the vibration varies from one type of pathology to another. This vibration produces glottal source excitation frequencies, and these frequencies are enhanced by a second-order derivative operator, such as the IDP.

The proposed method was evaluated in three different databases, namely,
the MEEI database, the SVD, and the AVPD. First, the method was tested on each database separately, and compared with two other methods. In the MEEI database, the proposed method achieved 99.4% detection accuracy, while in the SVD and the AVPD it gained accuracy of 93.2% and 91.5%, respectively. These accuracies are far better than the accuracies obtained by the two other methods. In terms of classification accuracy, the proposed method achieved around 99% accuracy in case of cyst, and between 94% and 96% accuracy in case of paralysis and polyp. In the experiments, we observed that the frequency information between 3 kHz and 5 kHz in case of cyst is different than that in case of paralysis and polyp.

In order to verify the robustness of the proposed method irrespective of the recording environments, speakers’ native languages, etc., we performed the inter database experiments, where the training and the testing databases were different. When training with the MEEI database, and testing with another database, the performance is low; this is due to the confusion of the classifier whether the trained models are for normal/pathology or different environments. The performance is increased when two databases were used for training and the third database for testing. In all the cases, the proposed method outperformed the other two methods. We chose only three types of pathologies because these three are common in all the three databases.

There are perceptual characteristics for each voice disorders; some of these characteristics overlap, however, others are more specific for certain disorders. For example, the dysphonia in vocal fold paralysis (unilateral) is characterized mainly by weak and breathy voice character due to incomplete glottis closure during phonation, also diplophonia (double pitch) could be there as the two vocal folds are vibrating in a different rate. Polyp and cyst share almost the same voice characteristics of dysphonia including strained voice character, intermittent voice breaks, and sometimes diplophonia due to mass-difference of the vibrating vocal
folds. Despite this, a trained clinician can distinguish between cyst and polyp by perceptually measuring the hoarseness and poor voice quality. On the contrary, as an automated method is not as intelligent as a human, there are some confusions between cyst and polyp pathologies in the proposed method (see Table 6); however, this amount of confusion is small (3%–4%), because, we believe, the proposed features are highly discriminative.

To visualize the distinguishing capability between normal and pathological samples, and between different types of pathological samples, of the proposed features, we draw some examples in Fig. 4. We showed that different pathologies contribute differently in different frequency bands. Due to the position and the shape of the pathologies, and the presence of mucus, tension, and various stiffness of the vocal folds, the opening and closing of the vocal folds show different behavior during the vibration, and therefore produce different frequencies in the output [36]. These frequencies are captured in different filters. A more in-depth investigation on why a particular pathology affects a specific frequency region is needed, and this will be one of our future works.

To the best of our knowledge, this is the first study of multi-database experiments for detection and classification. In [8], the authors experimented with two databases (cross-database) for pathology detection only; however, to do so, they had to normalize the features, which resulted in performance degradation in a single database experiment. In our proposed method, we use derivatives that eliminate the need for normalization.

5. Conclusion
A voice pathology detection and classification method based on IDP of the glottal source was proposed. The method was compared with conventional MFCC and MDVP parameters in three different databases. The proposed method outperformed the other two in all the experiments. In cross-database experiments,
the accuracies reached up to 88.5% for detection and 90.3% for classification. So, the proposed method is to some extent database independent. The proposed work will be extended to encode higher order derivative information to improve the performance in a future study. We will also dig more on the performance comparison based on severity level (AVPD has severity information associated to each sample).
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