SIMULATION OF THERMAL HAZARDS FROM HYDROGEN UNDER-EXPANDED JET FIRE
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ABSTRACT

Thermal hazards from an under-expanded (900 bar) hydrogen jet fire have been numerically investigated. The simulation results have been compared with the flame length and radiative heat flux measured for the horizontal jet fire experiment conducted at INERIS. The release blowdown characteristics have been modelled using the volumetric source as an expanded implementation of the notional nozzle concept. The CFD study employs the realizable k-ε model for turbulence and the Eddy Dissipation Concept for combustion. Radiation has been taken into account through the Discrete Ordinates (DO) model. The results demonstrated good agreement with the experimental flame length. Performance of the model shall be improved to reproduce the radiative properties dynamics during the first stage of the release (time < 10 s), whereas, during the remaining blowdown time, the simulated radiative heat flux at five sensors followed the trend observed in the experiment.
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1 INTRODUCTION

The main currently considered technology for onboard hydrogen storage in automotive applications is the high-pressure gas compression (350-700 bar). In the case of release from a damaged pressurised storage system or Thermal Pressure Relief Device (TPRD) opening, hydrogen is likely to ignite producing a jet fire. The consequent flame length can cover distances of tens of meters and cause life-threatening conditions by the flame itself and thermal radiation. Predictive tools shall be developed to be used in hydrogen safety engineering to assure safer deployment of hydrogen technology and related infrastructure. Computational Fluid Dynamics (CFD) proved to be a practical predictive tool for modelling realistic accident scenarios and quantifying the related hazards. Several numerical studies have been conducted on modelling and simulation of high pressure hydrogen jet flames targeting to reproduce the flame length and width, such as [1]–[3]. However, fewer studies have analysed the emitted thermal radiation to validate radiation simulations against experiments [4]. The present study is aimed to simulate dynamics of the radiative heat transfer and flame length of a hydrogen jet fire resulting from the high-pressure tank blowdown.

2 DESCRIPTION OF THE EXPERIMENT

The CFD study is aimed to simulate the horizontal jet fire experiment conducted at INERIS in France [5]. The experimental facility is shown in Figure 1. The release system was arranged in an 80 m long gallery with cross section dimensions 3x4 m. The gallery was open at one end and a chimney with square cross section was located at the opposite blind extremis[6]. Hydrogen was released from a 25 l tank with initial pressure 930 bar. The release nozzle was located on the centre-line of the gallery and 1.5 m above the ground, the nozzle orifice diameter was 2 mm. A fire proof wall approximately 1.7 m tall and 1.2 m wide was located behind the release nozzle to protect the hydrogen tank. A niche with dimensions 4x4x4 m was present in proximity of the release [7]. Figure 2 shows the detail of the recess area and locations of five sensors measuring the radiative heat flux from the flame. The radiometers were located on a line forming a 45º angle with jet axis. The flame length was measured through a video camera positioned at 5 m distance from the flame. The tank temperature and pressure were recorded during the entire release duration.
Figure 1. General view (top) and plan view (bottom) of the experimental facility

Figure 2. Detail of recess area and sensors position

3 NUMERICAL MODEL

3.1 Governing equations

The model is based on the Reynolds-Averaged Navier-Stokes (RANS) conservation equations for mass, momentum, energy and species:

\[
\frac{\partial \rho}{\partial t} + \frac{\partial (\rho u_i)}{\partial x_i} = 0, \quad (1)
\]

\[
\frac{\partial (\rho u_i)}{\partial t} + \frac{\partial (\rho u_i u_j)}{\partial x_j} = -\frac{\partial p}{\partial x_i} + \frac{\partial}{\partial x_i} \left( \mu + \mu_t \left( \frac{\partial u_i}{\partial x_i} + \frac{\partial u_j}{\partial x_j} - \frac{2}{3} \frac{\partial u_k}{\partial x_k} \delta_{ij} \right) \right) + \rho g_i, \quad (2)
\]

\[
\frac{\partial (\rho E)}{\partial t} + \frac{\partial (u_i (\rho E + p))}{\partial x_i} = \frac{\partial}{\partial x_i} \left[ \frac{k_v + \mu_c}{Pr_t} \frac{\partial T}{\partial x_i} \right] - \sum_{m} h_m \left( \rho D_m + \frac{\mu_l}{Sc_t} \right) \frac{\partial Y_m}{\partial x_i} + u_i \left( \mu + \mu_t \right) \left( \frac{\partial u_i}{\partial x_i} + \frac{\partial u_j}{\partial x_j} - \frac{2}{3} \frac{\partial u_k}{\partial x_k} \delta_{ij} \right) \right] + S_E, \quad (3)
\]

\[
\frac{\partial \rho Y_m}{\partial t} + \frac{\partial (\rho u_i Y_m)}{\partial x_i} = \frac{\partial}{\partial x_i} \left[ \left( \rho D_m + \frac{\mu_l}{Sc_t} \right) \frac{\partial Y_m}{\partial x_i} \right] + S_m, \quad (4)
\]
where \( \rho \) is the density, \( t \) is the time, \( u \) corresponds to velocity components in \( ij \) and \( k \) Cartesian directions, \( p \) is the pressure, \( \mu_t \) is the turbulent dynamic viscosity, \( \delta_{ij} \) is the Kronecker symbol, \( g_i \) is the gravity acceleration in \( i \)-axis direction, \( E \) is the total energy, \( k_t \) is the thermal conductivity, \( c_p \) is the specific heat at constant pressure, \( Pr_t \) and \( Sc_t \) are the turbulent Prandtl and Schmidt numbers equal to 0.85 and 0.7 respectively, \( m \) is the chemical species with mass fraction \( Y_m \) and molecular diffusivity \( D_m, S_E \) and \( S_m \) are the source terms for energy and chemical species.

Realizable \( k-e \) model [8] is used for turbulence modelling because of its better capability to predict the spreading rate of axisymmetric jets [9]. The model solves the transport equations for turbulence kinetic energy, \( k \), and turbulent dissipation rate, \( \varepsilon \), as follow:

\[
\begin{align*}
\frac{\partial (\rho k)}{\partial t} + \frac{\partial (\rho u_i k)}{\partial x_i} &= \frac{\partial}{\partial x_j} \left[ \left( \mu + \frac{\mu_t}{\sigma_k} \right) \frac{\partial k}{\partial x_j} \right] + G_k + G_b - \rho \varepsilon - Y_M, \tag{5}
\end{align*}
\]

\[
\begin{align*}
\frac{\partial (\rho \varepsilon)}{\partial t} + \frac{\partial (\rho u_i \varepsilon)}{\partial x_i} &= \frac{\partial}{\partial x_j} \left[ \left( \mu + \frac{\mu_t}{\sigma_\varepsilon} \right) \frac{\partial \varepsilon}{\partial x_j} \right] + \rho C_\varepsilon \varepsilon - \rho C_2 - \frac{\varepsilon^2}{k + \sqrt{\varepsilon}} + C_{1 \varepsilon} \frac{\varepsilon}{k} C_{3 \varepsilon} G_b, \tag{6}
\end{align*}
\]

where \( G_k \) and \( G_b \) correspond to the generation of \( k \) by, respectively, mean velocity gradients and buoyancy. \( Y_M \) represents the contribution of the fluctuating dilatation in compressible turbulence to the overall dissipation rate, \( \sigma_k \) and \( \sigma_\varepsilon \) are the turbulent Prandtl numbers for \( k \) and \( \varepsilon \) equal to 1 and 1.2 respectively, \( \nu \) is the kinematic viscosity. \( C_1 \) is evaluated as a function of the modulus of the mean rate of strain tensor, \( S \). \( C_2 \) and \( C_{1 \varepsilon} \) are constants equal to 1.9 and 1.44, while \( C_{3 \varepsilon} \) is function of the flow velocity components with respect to the gravitational vector.

Combustion is modelled through the Eddy Dissipation Concept model [10]. The rate of reaction of the species \( i \) is evaluated as follow:

\[
R_i = \frac{\rho \left( \xi^* \right)^2}{\tau^* \left[ 1 - \left( \xi^* \right)^3 \right]} \left( Y_i^\prime - Y_i \right), \tag{7}
\]

with \( \xi^* = C_\xi \left( \frac{\nu \varepsilon}{k^2} \right)^{1/4} \) and \( \tau^* = C_T \left( \frac{\nu}{\varepsilon} \right)^{1/2} \),

where \( Y_i \) is the species mass fraction, \( Y_i^\prime \) is the fine scale species mass fraction after reacting over the time \( \tau^* \), \( \xi^* \) is the fine scale length. \( C_\xi \) and \( C_T \) are the volume fraction and time scale constants, equal to 2.1377 and 0.4082. Detailed chemical mechanism is incorporated in the EDC model and here the authors used the same model as in [11], which considers a subset of Peters and Rogg’s kinetic mechanism [12] with 18-step reduced chemical reaction mechanism for hydrogen combustion in air.

The Discrete Ordinates model is employed for radiation [13]. The Radiative Transfer Equation (RTE) evaluates the radiation intensity, \( I \), for a finite number of solid angles \( \Omega' \) associated to the direction \( \hat{s} \):

\[
\nabla \left( I \left( \vec{r}, \hat{s} \right) \hat{s} \right) + \left( \kappa + \sigma_s \right) I \left( \vec{r}, \hat{s} \right) = \kappa n^2 \frac{S^4}{\pi} + \frac{\sigma_s}{4\pi} \int_0^{4\pi} I \left( \vec{r}, \hat{s} \right) \Phi \left( \hat{s} \cdot \hat{s} \right) d\Omega. \tag{8}
\]

where the coefficient \( \kappa \) is the absorption coefficient, \( \sigma_s \) is the scattering coefficient, \( \vec{r} \) is the position vector in \( \hat{s} \) direction, \( n \) is the refractive index and \( \Phi \) is the scattering phase function.
3.2 Blowdown dynamics

The release from the high-pressure hydrogen storage (930 bar) results in an under-expanded jet. The area where the flow expands to ambient pressure is characterised by the presence of shock waves and supersonic velocities, preventing the use of incompressible codes and requiring highly refined numerical grids. Therefore, the release source was modelled through the Ulster notional nozzle approach [14]. The model is based on mass and energy conservation equations, accounts the non-ideal behavior of hydrogen at extremely high pressure through the Abel-Noble equation of state, and describes the expansion process as isentropic. The flow is characterized by uniform sonic velocity and ambient pressure at the notional nozzle, simplifying significantly the problem by allowing to skip simulation of shock structures and considering the jet flow at the notional nozzle as completely expanded. Complete description of the approach and employed equations are available in [14]. The described above notional nozzle approach was applied to simulate the under-expanded jet properties dynamics during the tank blowdown. A discharge coefficient, $C_d$, was considered in calculation of the mass flow rate as follow: $\dot{m} = C_d \cdot \rho \cdot u \cdot A$. The discharge coefficient was evaluated through the inverse problem method according to the experimental data on mass flow rate released from the tank, and it resulted to be equal to 0.7. In a first analysis, the blowdown was treated as adiabatic. However, there is an experimental evidence, see [15], that heat transfer between the storage system and the surroundings can affect the blowdown dynamics: during blowdown process from a 43 l tank the stagnation temperature in the tank started to increase after about 140 s. Therefore, a second case was investigated, treating the blowdown as adiabatic in the first phase of the release and as isothermal when temperature decreased to 215 K, to mimic the experimental trend [5]. Comparison of reservoir temperature dynamics for the two limiting simulated cases and experimental observations for tank temperature is shown in Figure 3. Pressure dynamics is shown in Figure 4. The adiabatic calculation seems to be closer to the experimental pressure curve, although the difference between the two simulated cases is negligible. This may be attributed to the not long enough discharge time for the heat transfer to affect the blowdown dynamics. The same observations could be made for the mass flow rate shown as function of overpressure in Figure 5, where it can be seen that the mass flow rate for the adiabatic case is slightly larger than the adiabatic to isothermal case when the overpressure drops to 200 bar (after 12 s). The adiabatic to isothermal formulation was chosen to represent the problem under study, as it gave better correspondence to the experimental temperature in the reservoir, which affects, along with pressure, the jet properties evaluated at the real and notional nozzles.

![Figure 3. Temperature in the reservoir during tank blowdown](image-url)
Figure 4. Pressure in the reservoir during tank blowdown

Figure 5. Mass flow rate released during tank blowdown

3.3 Computational domain and numerical details

Employing the notional nozzle diameter as inflow boundary with specified flow velocity would require the change of the numerical grid because the release conditions in the notional nozzle and its diameter are changing during blowdown process. To avoid the change of grid, the release of hydrogen was reproduced through the volumetric source implementation of the notional nozzle approach [16]. This approach is based on the evaluation of source terms for mass, momentum, energy, turbulent kinetic energy and turbulent dissipation rate depending on the dynamics of properties at the notional nozzle. Source terms are applied to a constant cylinder volume, thus responsible for the hydrogen release. The equilateral cylinder diameter is 3.1 cm and it corresponds to the value of the notional nozzle at the beginning of the blowdown. The range of validity of the volumetric source approach is limited to $\text{Size}_{VS} \leq 4d_{eff}$, meaning that at least about 35 s of release can be simulated without any further modification of the mesh. This limitation to the simulation is accepted, as the most dangerous phase of the release, characterized by longer flame length and radiative heat flux, is contained within this time, and at 35s, pressure in the tank has already dropped to about 50 bar from initial value 900 bar. Ansys Fluent was employed as CFD software. The calculation domain includes the entire 80 m gallery. The fire-proof wall dimensions were approximated as 1.2x1.7x0.1 m. The niche was assumed to be located at 1 m from the release point, as this is the position that better allows the placement of five radiative heat flux sensors. The chimney was assumed to be at the centre of the gallery blind end. The solid ground was meshed to include the evaluation of conjugate heat transfer with the flame. Control volumes size varied from about 2 mm at the release to 3 m toward the end of the gallery. Smaller control volume sizes (0.5 mm) were used in the solid body for the layer of cells of the ground surface, so that it would be
sufficiently refined to resolve the conduction heat transfer across the body. Expansion ratio between neighboring control volumes was limited to 1.1 in proximity of the release, whereas it was increased to 1.2 in the far field. The total number of control volumes was 1,260,049. The fluid part was constituted by 965,445 CVs while the remaining CVs formed the solid ground. The minimum orthogonal quality and the skewness of the mesh were 0.49, in agreement with the minimum numerical requirements defined in [17] for modelling hydrogen release and dispersion. Figure 6a shows the mesh section corresponding to the plane where the release exit is located (x=0). Figure 6b shows in detail the release volume, indicated in green, and the short tube separating the release volume and the wall. The gallery walls and ground were considered as non-slip surfaces made of concrete. Density was considered equal to 2300 kg/m³, specific heat of 900 J/kgK and thermal conductivity equal to 1.95 W/mK [18]. Emissivity was fixed equal to 0.94 [19]. Kirchhoff’s law was applied, thus, emissivity of the surface is equal to the absorptivity of incident radiation. The wall behind the release nozzle was considered to be highly reflective with emissivity equal to 0.09, as indicated for aluminium foils [19]. The radiometers were modelled as 10x10 cm surfaces, so that the dimensions would coincide with the numerical grid size in the space where they are located. The sensors were modelled as isothermal non-slip walls with emissivity 1. The isothermal assumption prevents the increase of sensors temperature because of absorbed radiation. Emissivity equal to 1 imposes that the entire received radiation is absorbed and not reflected and that the sensors emit as black bodies. However, temperature of sensors will be equal to that of environment, 288 K, thus, there will be no radiation losses from radiometers to their surroundings, which would affect the net radiation received by the sensors. The chimney opening and the gallery open end were modelled as pressure-outlet with gauge pressure equal to 0 Pa. The ambient conditions were 288 K and 1 bar. Moist air was considered for the simulation. Water vapour mass fraction was imposed equal to 0.006 (1% by volume), indicated as typical value for atmosphere [20].

![Figure 6. Calculation domain and numerical mesh: a) cross section at x = 0; b) enlargement of the volumetric source area](image)

Water vapour was considered as a media participating in radiative heat transfer with mean Planck absorption coefficient evaluated as function of temperature and partial pressure according to the data presented in [21]. Scattering was neglected. RTE was discretised employing 5x5 angular divisions and 3x3 pixels, as suggested in [22] for problems involving large gradients of temperature in space. Pressure-based solver was employed along with the incompressible gas assumption. SIMPLE procedure was chosen for velocity-pressure coupling, whereas convective terms were discretized using the second order upwind. Time step equal to 10⁻³ s was applied at the initial stage of simulations (up to about 2 s) and it was increased with the simulations advancement in time up to 0.01s.
4 RESULTS AND DISCUSSION

The received radiative heat flux was monitored at five sensors located at different distances from the flame, as discussed and shown in Section 2. Figure 7 shows the comparison between the experimental radiative heat fluxes, indicated by continuous lines, and the simulated ones, indicated by dashed lines. The numeration of the sensors denotes the distance from the jet axis. During the first 10 seconds and except for sensor 1, simulation misrepresents the experimental radiative heat flux dynamics, resulting in significant underestimation. The dissimilarity may be attributed to both physical and numerical factors. First of all, the sudden release and combustion of the high pressure hydrogen may cause the movement and entrainment of dust or other particles present on the gallery ground, which would affect the emitting volume and radiation intensity. Secondly, the exact location of the niche where the sensors are placed is not known. Position of the niche walls with respect to the jet affects exposure of sensors to the entire flame length with consequences on the detected radiative heat flux, especially for sensors 3 and 4. Furthermore, experimental observations on ignition of high pressure gas releases shown a spherical broadening of the jet fire head during the first stage of the release (0-400 ms). The spherical zone was characterized by intense radiation in studies [23]-[24]. This dynamics and flame stages were not detected in simulation. Conversely, the simulated ignited release immediately stabilised into a jet fire. The reason may be due to either the time step not sufficiently low to correctly resolve the flame propagation, or the use of pressure-based incompressible solver. The need of a fine mesh to represent correctly the release source, the choice of time step to limit the required computational time and high speed of the release resulted in high CFL number (over 100). This may affect the predictive capability of simulation during the initial instants of the jet fire. The total mass imbalance was monitored during the simulation and resulted to be less than 0.5% at 36 s (end of the simulation). However, it is believed that the hydrogen mass balance shall be examined to have a precise idea of the simulation quality; this analysis could not be conducted because of absence of all the required data. Albeit the radiative heat flux discrepancies during the first phase of the release (about 10 s), the second phase shown a better agreement between the experimental and simulated thermal radiation fluxes. Further remarks should be reported on the resolution of the computational mesh. As discussed in section 3.3, the grid was designed heeding the grid refinement where higher gradients and complexity of the flow are expected, according to the available best practices and numerical requirements formulated for this class of problems. Possible numerical diffusion was addressed using second order upwind scheme. However, it would be beneficial to further extend the analysis with a grid sensitivity study, to ensure the grid independency.

The simulated flame length was calculated as the region of the flame characterised by range of temperature 1300-1500 K, according to the experimental observations on visible flame length made in [25]. The resulting distance is represented by red bars in Figure 8, where simulations are compared to the experimental measurements made through a video camera. Flame length is well reproduced for a wide range of pressure decay in the tank, whereas it is over-predicted during the final phase of the release ($p<200$ bar). This final trend can be attributed to the analogous mass flow rate overestimation (Figure 5). However, a sort of discontinuity in the experimental flame length trend around 100 bar should be noted, which may be due to measurements inaccuracy.

The sensitivity of simulation results to variation of turbulent flow characteristics at the release source was analysed. It was found that the change of turbulence intensity (TI) and turbulent length scale (TLS) from TI=30% and TLS=0.33D_{eff} to TI=4% and TLS=0.07D_{eff} has a considerable effect (up to 30% decrease) on the monitored radiative heat flux in the closest sensors at distances 1.0-1.5 m. The set of turbulence characteristics were defined according to a parametric study conducted at HySAFER on hydrogen concentration jet decay (TI=30%, TLS=0.33D_{eff}) and experimental data on air under-expanded jets (TI=4% and TLS=0.07D_{eff}) [26]. Minor effect of turbulent characteristics on radiative heat flux was found by the authors for steady state cryogenic jet fires where maximum variation was 15% [27]. This difference is presumed to be due to the different source modelling technique, as the volumetric source is more sensitive to the applied turbulence characteristics whereas they have minor effect for the constant diameter notional nozzle implementation with specified velocity at inflow boundary condition. The water vapour in air was found to have a greater effect on the thermal radiation absorbed in the surroundings of the flame. The effect was seen to be larger with the increase of distance from the flame.
The thermal hazards from a high pressure (900 bar) hydrogen jet fire have been investigated numerically. Realizable \( k-\varepsilon \) turbulence model was applied along with Eddy Dissipation Concept for combustion and DO model for radiation simulations. The blowdown from a high-pressure hydrogen storage tank was modelled as first adiabatic and then isothermal process to account heat transfer with environment, and the mass flow rate was evaluated using discharge coefficient \( C_d \) equal to 0.7. The transient release was modelled via the volumetric source implementation of the notional nozzle. Simulation results show excellent CFD model capability to predict flame dynamics with pressure decrease for a large part of the blowdown process with slight overestimation for lower tank overpressures. In spite of close agreement between the experimental and simulated flame lengths, modelling of radiative heat flux had a twofold.
limited predictive capability during the first stage of hydrogen release ($t=0-10$ s) and quite a good agreement at later stage ($t=10-35$ s). This may suggest that the experimental radiation was affected by some physical processes not unaccounted in CFD model, e.g. entrainment in jet flame and radiation of dust. However, the first stage of the release results to be the most dangerous, as it is characterized by the highest thermal radiation and flame length. It is therefore of primary importance to perform further numerical investigations to obtain better reproduction of experiment.
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