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GeSeNet: A General Semantic-guided Network with
Couple Mask Ensemble for Medical Image Fusion

Jiawei Li, Jinyuan Liu, Shihua Zhou, Qiang Zhang, Member, IEEE and Nikola K. Kasabov, Life Fellow, IEEE

Abstract—At present, multimodal medical image fusion tech-
nology has become an essential means for researchers and doctors
to predict diseases and study pathology. Nevertheless, how to
reserve more unique features from different modal source images
on the premise of ensuring time efficiency is a tricky problem. In
order to handle this issue, we propose a flexible semantic-guided
architecture with a mask-optimized framework in an end-to-end
manner, termed as GeSeNet. Specifically, a region mask module
is devised to deepen the learning of important information while
pruning redundant computation for reducing the runtime. An
edge enhancement module and a global refinement module are
presented to modify the extracted features for boosting the edge
textures and adjusting overall visual performance. In addition,
we introduce a semantic module which is cascaded with the
proposed fusion network to deliver semantic information into
our generated results. Sufficient qualitative and quantitative
comparative experiments (i.e., MRI-CT, MRI-PET, MRI-SPECT)
are deployed between our proposed method and ten state-of-the-
art methods, which shows our generated images lead the way.
Moreover, we also conduct operational efficiency comparisons
and ablation experiments to prove that our proposed method
can perform excellently in the field of multimodal medical image
fusion.

Index Terms—Image fusion, multimodal medical image, region
mask, semantic information.

I. INTRODUCTION

W ITH the rapid development of medical imaging tech-
nology during the past decades, multimodal medical

images have been widely applied in clinical diagnosis, medical
research and surgical navigation [1]. Due to the difference
between imaging equipment and techniques, various kinds
of medical images highlight different information (e.g., bone
contours and the location of tumor), which can be roughly
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separated into two categories, i.e., structural medical images
and functional medical images [2]. As a typical kind of
structural medical image, magnetic resonance imaging (MRI)
images perform soft-tissue structure information for doctors
and researchers to study. Computed tomography (CT) images
can provide an outline of bone structure and brain anatomical
information clearly with high resolution. However, structural
medical images such as MRI and CT images are insensitive
to functional information in human metabolism [3].

As a representative in the field of functional medical images,
positron emission tomography (PET) images play an important
role [4], which characterizes metabolic function, blood flow
and some tumor information in brain tissue. In addition, single-
photon emission computed tomography (SPECT) images as
another vital functional medical image can highlight tissue
damage and organ information [5], [6]. Nonetheless, functional
medical images still suffer from low-resolution performance
and disable to accurately display structural information. There-
fore, combining advantages from different modality medical
images and merging them into a signle image can not only
improve the visual effect and complementarity of images, but
also help doctors improve the accuracy of clinical diagnosis
and disease forecasting [7].

Traditional and deep learning-based methods are widely uti-
lized in existing multimodal image fusion methods. Regardless
of traditional or deep learning-based methods [8], [9], [10],
[11], their common purpose is to extract practical features from
different single-source images and generate vivid fused images
through a designed fusion strategy or network model. In most
of traditional methods, feature fusion rules based on spatial
[12], [13] , and transform domain transformation [14], [15]
are employed generally. These traditional methods generate a
new fused image by transforming specific regions and then
reconstructing them together. However, drawing complicated
fusion rules manually is an inevitable procedure in traditional
methods, which makes the efficiency of the fusion process
reduce. Furthermore, fusion results may appear undesirable
artifacts by using the same decomposition operation to handle
source images of different modalities.

In recent years, to ameliorate the disadvantages of tradi-
tional methods, deep learning-based approaches are introduced
to conduct multimodal image fusion tasks. Researchers can
avoid the complexity of hand-crafted fusion rules via end-
to-end models [16]. Moreover, different modules in an ar-
chitecture can correctly extract their unique features from
multiple single-modal images. Nevertheless, there still exist
several limitations: (i) semantic information is often ignored
in the multimodal fusion task, so that some artifact halos may
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Fig. 1. Schematic illustration of our proposed method. Clearly,
compared with U2Fusion and EMFusion, the proposed method
provide more attractive details, edge textures and faithful color
on different multimodal medical image fusion tasks.

be occurred, debasing the quality of the generated results.
(ii) some existing deep learning-based approaches increase
network scales in order to improve the quality of fused images,
which causes a large number of redundant computations and
makes running time too long. (iii) owing to the inaccurate
extraction of prominent features in each source image, it is
a great challenge to perform well in some texture details of
fused images.

To alleviate these above-mentioned limitations, in this pa-
per, we proposed a flexible semantic-guided framework with
mask-optimized models in an end-to-end manner for fusing
multimodal medical images, called GeSeNet. Specifically, we
concatenate our proposed fusion network with a pretrained
semantic module. With the help of the semantic module, the
semantic information of our fusion results can be increased
significantly. For combining the extracted semantic informa-
tion with fused images more realistically, we proposed an
edge enhancement module and a corresponding edge loss
function to cooperate with our network to highlight edge
textures. The region mask module is introduced to identify
“principal” and “redundant” regions in source images. As the
flexible division of different regions, our proposed method
can reduce superfluous computing and promote operational
efficiency. Besides, we employ a global refinement module to
optimize features extracted from the edge and mask modules,
which can recover more textural details and achieve fusion
results with fine visual effect. Fig. 1 compares U2Fusion
[17] and EMFusion [18] with our proposed method through
a set of MRI-CT, MRI-PET and MRI-SPECT fused results.
Noticeably, our method leads the way.

In short, we summarize our proposed work as the following
four contributions:

� To realize multimodal medical image fusion tasks, we
devise a novel network called GeSeNet. Different from
former deep learning methods based on convolutional
neural network (CNN), we introduce a pretrained seman-
tic module and a newly designed semantic loss function
to combine with our fusion network, so that some missing

details of fused images can be complemented during the
training phase.

� We propose an edge enhancement module with gradient
filter and formulate its edge loss function in our proposed
network. By guiding the network training via back-
propagation, the enhanced-edge features can be extracted
as a prior condition to reduce the appearance of edge
artifacts and achieve realistic fused results.

� The newly designed region mask module provides two
kinds of mask mechanisms to divide source images into
two different regions (i.e., “principal” and “redundant”
regions) at a fine-grained level. Through the discrimina-
tion of the region mask module, our proposed method
can intensify the representation of significant features
while skipping the redundant computation to complete
the whole fusion process in less time. Moreover, in order
to get higher-performance fused results, we initiate a
global refinement module for revising extracted details
simultaneously from the edge enhancement and region
mask modules.

� Compared with ten state-of-the-art methods, we imple-
ment qualitative and quantitative analysis experiments
respectively on three categories of multimodal medical
images, i.e., MRI-CT, MRI-PET and MRI-SPECT. No
matter in terms of subjective visual perception or objec-
tive evaluation indicators, our proposed method always
stay in the leading position. In addition, four sets of
ablation experiments were also performed to verify the
effectiveness and robustness of each module in the pro-
posed network.

The remainder of this paper is established as follows. Sec-
tion. II summarizes the related works of multimodal medical
image fusion. Section. III gives a detailed interpretation of
the proposed method, including the overall framework, the
edge enhancement module, the region mask module, the global
refinement module and the loss function. In Section. IV, ex-
tensive qualitative and quantitative experiments are conducted
to verify the advantage of our proposed method. Furthermore,
we perform ablation experiments to analyze the effect of each
module. Finally, the conclusion is given in Section. V.

II. RELATED WORKS

In this section, We review previous studies about multi-
modal medical image fusion from traditional methods, deep
learning-based methods, and pulse coupled neural network-
based (PCNN) methods.

A. Traditional Methods

In the past, traditional methods have been used as the
mainstream method for multimodal medical image fusion and
helped researchers obtain various excellent achievements. The
multi-scale transform-based (MST) approach, e.g., wavelet
transform [19], pyramid transform [20] and subspace trans-
form [21], is the most commonly employed in traditional
methods. In MST approaches, researchers often transform
source images into a mutable matrix, fuse related parameters
and implement inverse matrix transformation to complete the
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fusion process. Moreover, sparse representation-based methods 
[22], salient feature-based methods [23], etc., are also widely 
applied in multimodal medical image fusion.

Specifically, the wavelet transform-based methods can be 
roughly divided into discrete wavelet [24], stationary wavelet 
[25], lifting wavelet [26], etc. As a representative, Cheng et 
al. [27] proposed an innovative architecture based on wavelet 
transform to achieve the goal of fusing CT images with PET 
images, which can exactly detect pathological changes. Bha-
vana et al. [28] first employed Gaussian filters to preprocess 
source images, and then used the discrete wavelet to enhance 
the performance of fusion results. Quantitative indicators, i.e. 
average gradient and spectral discrepancy, achieve high marks 
by using this method. Ganasala et al. [14] introduced a 
novel approach based on stationary wavelet transformation 
and texture energy measures to solve issues of the poor 
contrast and low computing ability. In lifting wavelet domain, 
Kor et al. [29] improved the efficiency of fusiong process, 
saved the auxiliary memory and performed property of perfect 
reconstruction.

Laplacian pyramid transform-based methods also perform 
extensively in multimodal medical image fusion. Sahu et 
al. [30] utilized Laplacian pyramid with DCT to decompose 
source images as different low pass filtered patches. The 
quality of fused images is positively related to the number of 
levels in the pyramid. Du et al. [20] proposed a novel structure 
via Laplacian pyramid. They transformed inputs into multi-
scale representations by Laplacian pyramid to extract contrast 
and outline feature maps for reconstructing fused results. In 
addition, researchers adopt subspace transform-based to realize 
fusion. He et al. [31] integrated the advantages of intensity-
hue-saturation (IHS) transform and principal component anal-
ysis (PCA) to improve the performance of fused images. 
Krishn et al. [32] used PCA to maximize the spatial resolution 
on the decomposed coefficients. Zong et al. [33] introduced 
sparse representation to code decomposed patches. They gen-
erated fusion results through combined sparse coefficients and 
the corresponding sub-dictionary. Moreover, Xu et al. [34] 
proposed a new fusion algorithm based on multi-level local 
extrema (MLE), which can capture local details and contrast 
fusion rules to obtain a well-performed fusion image.
B. Deep Learning-based Methods

During the last decade, it has become rapidly popular that
scholars use deep learning-based methods with convolutional
neural network (CNN) to solve multimodal medical image
fusion. CNN has excellent feature extraction ability and non-
linear fitting ability to make fusion images vivid.

As a representative, Singh et al. [35] presented a novel
method with a two-scale l1-l0 hybrid layer decomposition
scheme to avoid artifacts and noise on the feature level.
With this approach, they could fuse source images in the
decomposed base and detail layer. Liu et al. [36] introduced
a siamese convolutional network to obtain a weight map that
contains the pixel activity information from inputs. A local
similarity strategy was employed to regulate the fusion mode.
Based on MST and CNN, Xia et al. [37] proposed a hybrid

fusion scheme for medical images. They decomposed source
images by introducing corresponding filters into the network,
and integrated the decomposed features to generated a fusion
result with both high and low frequency information. Wang
et al. [38] exploited a contrast pyramid to decompose inputs
for getting feature maps. With the help of CNN, they could
achieve fused images with good human visual effects. Song
et al. [39] proposed a multi-scale DenseNet called MSDNet
through an encoder-decoder model, which used three different
filters to extract features. IN the non-subsampled shearlet
transform (NSST) domain, Ding et al. [40] employed CNN to
effectively retain the information from CT images and reduce
the loss of MRI images. In addition, Xu et al. [18] performed
surface-level and deep-level constraints to improve the ability
of preserving information. Extracted high-quality details also
enhanced the color of fusion results.

In some unified fusion frameworks, multimodal medical
image fusion has become an important branch to reveal
its comprehensiveness. Specifically, a generative adversarial
network-based (GAN) method called DDcGAN [41] deployed
a dual-discriminator structure for different kinds of fusion
tasks. This framework reduced structural differences and en-
larged texture details to avoid outputs blur. Zhang et al. [42]
presented a novel method with excellent generalization ability
to improve perceptual information in fused images. Xu et al.
[17] proposed an adaptive retention mechanism to conduct
multimodal (i.e. infrared and visible images and medical
images), multi-exposure and multi-focus image fusion. Liu et
al. [43] mentioned a bilevel optimization paradigm for mul-
timodal image fusion, which used a formulaic decomposition
method to complete fusion processing between two modalities.
Zhang et al. [44] treated different image fusion tasks as the
texture and intensity proportional maintenance issues to solve.
Furthermore, SDNet [45] is an improvement method via [44],
which increased a universal loss function and an adaptive
decision block to make fusion results more abundant.

C. PCNN-based Methods
Apart from traditional and deep learning-based methods,

PCNN-based methods are also very active in the field of
multimodal medical image fusion. As a representative, Wang
et al. [46] proposed a novel multi-channel model, i.e., m-
PCNN, to deal with different modals of medical images for
the first time. Xu et al. [47] introduced the adaptive PCNN,
which was optimized by the quantum-behaved particle swarm
optimization (QPSO) algorithm. They used the PCNN model
to find optimal parameters about source images for fusion.
In NSST domain, Ganasala et al. [48] motivated PCNN to
process low-frequency (LF) and high-frequency (HF) sub-
bands by normalized coefficient value. The generated fused
images performed more details and better contrast. Yin et
al. [1] also conducted medical image fusion with PCNN in
the NSST domain. Different from Ganasala et al. [48], the
parameters of PCNN can be adaptively estimated by the input
band and the LF bands can solve the problem of energy
preservation and detail extraction. Das et al. [49] applied
non-subsampled contourlet transform (NSCT) and PCNN to
implement medecial image fusion.
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Fig. 2. The overall framework of the proposed method. Source
images are first input into a multimodal medical image fusion
network to generate original fusion images, and then fed into
a semantic module to extract semantic information. Finally,
through passing the sematic information to the fusion network
for reprocessing, we can obtain well-performed fusion results.

III. METHODOLOGY

In this section, we describe the flexible mask-refined mul-
timodal medical image fusion architecture in detail. At first,
we introduce the overall framework of the proposed GeSeNet
in Section. III-A. Then, three devised modules, i.e., the edge
enhancement module, the region mask module and the global
refinement module, are explained in Section. III-B, III-C
and III-D, respectively. Moreover, we discuss the specific
representation of the loss function in Section. III-E, including
the edge and semantic loss functions.

A. Overall Framework

The overall framework of our proposed method is shown
in Fig. 2, which consists of a multimodal medical image
fusion network and a semantic module. As different inputs,
MRI images combined with CT, PET and SPECT images are
employed to conduct typical multimodal medical image fusion.
The size of MRI and CT images are H �W � 1, where H
and W mean height and width separately, and 1 represents the
number of channels contained in images. Similarly, H�W�3
is the size of PET and SPECT images.

In the fusion network of Fig. 3, we first feed source images
into the edge enhancement module to highlight edge textures
of fusion results. The structure of this module can retain the
edge information of structural medical images to the greatest
extent. The extraction process can be formulated as :

Ef = EConv + EG, (1)

where Ef , EConv and EG means extracted features, the convo-
lutional structure and gradient filter used in the edge enhance-
ment module, respectively. After modification of the edge
enhancement module, the extracted features are then input
into the region mask module. We obtain marked “principal”
and “redundant” regions from this module, which can reduce
redundant computation and emphasize the representation of

important features in the fusion process. The optimized fea-
tures Mf by the region mask module from different branches
are concatenated, which is calculated as:

Mf = Concatenate(Ma,Mb), (2)

where a and b represent the MRI branch and the
CT/PET/SPECT branch, respectively. In addition, the global
refinement module is initiated to revise features from different
modules. We can define this process as:

Rf = RConv(Ea,Mf), (3)

where Rf and RConv indicate the refined features and the used
convolutional layers in the global refinement module.

After completing the fusion process, the initial fused images
are fed into a per-trained semantic module [50] to learn
semantic information. The semantic module optimizes high-
level and low-level feature maps simultaneously to capture
more accurate semantic information Sf from fusion results.
The extraction process can be quantified as:

Sf = S(fh, fl), (4)

where fh and fl respectively denote high-level and low-level
feature maps. Guided by a newly designed semantic loss, the
semantic module input the learned semantic information into
the former fusion network through back-propagation. Due to
the combination of the semantic and edge-enhanced informa-
tion, the edge details of fusion results can be highlighted more
obviously.

When fusing RGB 3-channel source images, i.e., PET and
SPECT images, we convert them to YCbCr 3-channel form for
fusion. Specifically, we first fuse the luminance information in
the Y channel with a single-channel MRI image to generate
a gray-scale fusion result. Owing to the content features and
details in the Y channel, the vital information from source
images can be retained substantially on fused images. Then,
the chrominance information on the Cb and Cr channels are
combined through a quantitative formula, which the result is
used as the color representation of the fused image:

Cf =
Cbi(jCbi � τ j) + Cri(jCri � τ j)

jCbi � τ j+ jCri � τ j
, (5)

where Cf means the weighted sum result in fusion images.
Cbi and Cri the chrominance values of each pixel in source
images. Inspired by previous works [51], [52], we also set the
hyperparameter τ to 128. At last, we fuse the result in the
Y channel with Cf to obtain a YCbCr 3-channel result and
convert it into the RGB form.

B. Edge Enhancement Module

In multimodal medical image fusion, significant edge in-
formation can make it easier for researchers and doctors to
conduct scientific research and pathological analysis [23].
In this case, we propose an edge enhancement module to
strengthen the edge representation of fused images, which
makes both qualitative performance and quantitative metrics
achieve a higher level.







7l1-norm, respectively. According to the content loss, the pixel-
level contact information is transferred to our proposed net-
work for image fusion.

We expect to retain more edge textures while delivering the 
content information. Hence, the gradient loss is proposed to 
measure the value of gradient in the pixel domain, which can 
be calculated as:

Lg =
1

HF �WF
�
jOIFj �max(jOIAj, jOIBj)


1
, (12)

where O denote the Sobel operator to calculate the value of
gradient. Since negative gradients are not available, absolute
value operation j � j is introduced to solve this problem.

2) The Structure Similarity Index Measure Loss: LSSIM

can measure the structural difference by structural similarity
index measure (SSIM ) [58], which contains three kinds of
information, i.e., luminance, structure and contrast. We can
specifically express LSSIM as follow:

LSSIM = (1�SSIM(IF, IA)) + (1�SSIM(IF, IB)). (13)

Moreover, SSIM(IF, I�) is defined as:
X

IF;I�

2µIFµI� + C1

µ2
IF

+ µ2
I�

+ C1
� 2σIFσI� + C2

σ2
IF

+ σ2
I�

+ C2
� σIFI� + C3

σIFσI� + C3
, (14)

where I� indicates the source image IA or IB. µ and σ mean
the average value and standard deviation, separately. C1, C2

and C3 are constants for steadying the indicator.
3) The Semantic Loss: The semantic loss is introduced

to feed semantic information from source images into fusion
results. Inspired by the previous work [50], we separate the
semantic loss into the main semantic loss Lmain and the
subsidiary semantic loss Lsub, which can be shown as:

LS = Lmain + δLsub, (15)

where δ can keep the value of LS stable. Furthermore, the
main semantic loss and the subsidiary semantic loss can be
respectively defined as follow:

Lmain = � 1

HF �WF

HX

h=1

WX

w=1

CX

c=1

(Io � lnSmain), (16)

Lsub = � 1

HF �WF

HX

h=1

WX

w=1

CX

c=1

(Io � lnSsub), (17)

where Io denotes a one-hot distribution generated by extracted
semantic features. Smain and Ssub mean the main semantic and
the subsidiary semantic information, respectively.

IV. EXPERIMENT

In this section, we first give the specific experimental details,
qualitative comparison approaches and quantitative evalua-
tion metrics. Secondly, MRI-CT, MRI-PET and MRI-SPECT
comparison results are shown to demonstrate the superiority
of GeSeNet. In addition, we compare the time efficiency
and parameter quantity of each method. Finally, ablation
experiments are conducted to validate the effectiveness of the
devised modules and loss functions.

A. Experimental Details

The training and test datasets of our proposed method are
selected on the Harvard medical dataset, which can be publicly
available at http://www.med.harvard.edu/AANLIB/home.html.
Specifically, we choose 150 image pairs from MRI-CT, MRI-
PET and MRI-SPECT images and crop them into patches with
size 24�24 to treat as the training dataset. 21 pairs of MRI-CT
images, 42 pairs of MRI-PET images and 73 pairs of MRI-
SPECT images which can typically highlight different char-
acteristics are regarded as test datasets to complete different
medical image fusion tasks, respectively.

During training, the Adam optimizer is employed with the
stride of 8, the batch size of 4, the original learning rate
of 1e-3 and the weight decay of 2e-4 to train the proposed
fusion network. In the semantic module, we use stochastic
gradient descent with the batch size of 4, the momentum of 0.9
and the weight decay of 5e-4 to obtain semantic information
after training the fusion processing. The epoch is set to 500.
The used convolutions and activate functions in the proposed
method are performed in the legend of Fig. 3. In order to
calculate the value of the loss function easily, we preset
hyperparameters γ and δ to 10 and 0.5, respectively. According
to previous works [59], [60], α is set to 0.5. Furthermore, we
set β to 0.3 for balancing the extracted information between
the fusion network and the semantic module. The detailed
experiment is described in Section. IV-G. All experiments are
deployed in the Pytorch framework with a PC, which has a
NVIDIA GeForce RTX 3060 GPU, a 16GB RAM Memory
and an Intel Core i5-11400F CPU.

B. Comparison Approaches and Evaluation Metrics

1) Comparison Approaches: We compare our proposed
methods with ten state-of-the-art methods, which contains
one traditional methods, i.e., CSMCA [21], two PCNN-based
methods, i.e., NSST-PAPCNN [1] and MLEPF [61], and seven
deep learning-based methods, i.e., CNN [36], DDcGAN [41],
IFCNN [42], U2Fusion [17], PMGI [44], SDNet [45] and
EMFusion [18]. It is worth noting that DDcGAN is proposed
to fuse structural images with functional images, so that we
introduce MLEPF for MRI-CT fusion instead. Moreover, the
comparison approaches are all publicly available and we set
the same parameters as the original papers during the testing
phase.

2) Evaluation Metrics: To quantify the merits of our fusion
results, we select six quantitative evaluation metrics, i.e.,
SSIM [58], standard deviation (SD), mutual information (MI)
[62], visual information fidelity (VIF) [63], the sum of the cor-
relations of differences (SCD) [64] and edge-based similarity
measure (Qab=f ) [65] to compare with other ten state-of-the-art
methods.

SSIM is a unified metric that is used to measure the simi-
larity of two images. The measured information is luminance,
structure and contrast. The range of SSIM value is [0, 1], where
0 denotes none of the two images have the same pixel, and
1 means two images are identical. In other words, the higher
the value of SSIM, the more similar the two images are. We
can calculate SSIM as Eq, 14.
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Fig. 8. Qualitative comparison results of our GeSeNet with nine state-of-the-art methods on three MRI and SPECT image
pairs. The two magnified details are marked by green and purple boxes and shown to the right of each fusion result. We can
clearly observe that the proposed method perform more vividly than other compared methods, e.g. the bone junction in the
third row.
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Fig. 9. Quantitative comparison of our proposed method with other nine methods on MRI-SPECT test dataset. Our method is
in a leading position.

TABLE II
THE AVERAGE REUNTIME (UNIT: SECOND) AND PARAMETER SIZE (UNIT: MB) OF DIFFERENT METHODS. CNN,

TRADITIONAL AND PCNN-BASED METHODS ARE PERFORMED ON CPU, WHILE OTHER METHODS ARE CONDUCT ON GPU.

Method CSMCA NSST-PAPCNN MLEPF CNN DDcGAN IFCNN U2Fusion PMGI SDNet EMFusion Ours

Device CPU CPU CPU CPU GPU GPU GPU GPU GPU GPU GPU
Runtime# 60.276 3.294 9.178 9.386 0.873 0.035 0.264 0.074 0.056 0.172 0.011

Parameters# - - - 0.500 1.908 0.114 0.659 0.042 0.067 0.297 0.240

representation. DDcGAN is a method developed based on
GAN, so that unstable blurring artifacts may appear in the
fusion results. As a unified fusion framework, PMGI may
occur an unbalanced weight distribution ratio during fusing
medical images, which leads the vital information in source
images cannot be completely transmitted to the corresponding
generated results. The results of U2Fusion perform weaker
information extraction and color realization compared with
GeSeNet. CSMCA and SDNet are better than U2Fusion in
color representation, however, the texture details on MRI
images are still preserved poorly in their fusion results. Though
EMFusion can extract more MRI information, the performance
of color is distorted in fused results. For other comparison

methods, GeSeNet outperforms in both edge preservation and
texture rendering, which can emphasize soft-tissue structure
and functional information simultaneously.

2) Quantitative Analysis: Fig. 7 shows mean value (repre-
sented by green triangles in each rectangle), standard deviation
(represented by rectangle length), median number (represented
by orange lines in each rectangle) and fluctuation range
(represented by total length of line) of six evaluation metrics
on MRI-PET test dataset. From the statistical results, it can
be seen that the results generated by our method achieve the
largest averages on SD, MI, VIF and Qab=f , which denotes that
the proposed method transfers more useful information from
source images and performs more abundant texture details to
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Fig. 10. Ablation qualitative experiment of each module on
three kinds of image pairs, i.e., MRI-CT, MRI-PET and MRI-
SPECT images. Each module plays an active role in GeSeNet.
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Fig. 11. Ablation qualitative experiment of module position
and w/o skip connection operation. Obviously, our generated
images contains more texture details and chrominance infor-
mation.

researchers. For the metrics SSIM and SCD, the average value
of our fusion results obtains the second best score. Specifically,
the SSIM and SCD mean values not reaching the highest level
does not mean that our fusion results are of poor quality. Due
to the labeling of different regions and the targeted extraction
of features, the generated fusion images may miss some minor
information and reduce the performance of some quantitative
indicators.

E. MRI-SPECT Comparison Results

1) Qualitative Analysis: Quantitative comparison results
about the MRI-SPECT fusion task are shown in Fig. 8. Similar
to MRI-PET fusion, our method also exhibits vivid colors and
rich texture details on the MRI-SPECT task. In the second
row, the proposed network transfers the structural information
from MRI well into the fused images, while also attaching
the functional information from SPECT images to the fusion
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Fig. 12. Ablation qualitative experiment of loss functions.
From left to right: (a) results without the edge loss function,
(b) results without the semantic loss function, (c) results with
the proposed loss function.
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Fig. 13. Loss function curve obtained in training with different
β values.

results. It can ensure that detailed features are not covered by
the chrominance information. At the green patch in the third
row, we can clearly observe that when there are two kinds
of different information at the same position, our method can
realize that the two kinds of information exist on a fused image
at the same time.

2) Quantitative Analysis: As shown in Fig. 9, we present
quantitative comparison results in the form of scatter plots.
The horizontal and vertical coordinates in the Fig. 9 separately
represent the six evaluation indicators. Since the selected
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TABLE III
ABLATION QUANTITATIVE EXPERIMENT OF EACH MODULE. THE OPTIMAL AND SUBOPTIMAL RESULTS ARE BOLDED AND

MARKED IN RED AND BLUE, RESPECTIVELY.

MetricFusion task E M R SSIM" SD" MI" VIF" SCD" Qab=f"

M1 0.885 � 0.014 9.974 � 0.334 3.287 � 0.145 0.714 � 0.039 1.374 � 0.103 0.587 � 0.040
M2 0.940 � 0.004 10.028 � 0.385 3.231 � 0.141 0.661 � 0.034 1.418 � 0.085 0.612 � 0.036
M3 0.920 � 0.006 9.944 � 0.403 3.171 � 0.156 0.645 � 0.035 1.395 � 0.051 0.561 � 0.040MRI and CT

M4 0.943 � 0.008 10.184 � 0.359 3.365 � 0.132 0.720 � 0.028 1.426 � 0.088 0.676 � 0.021

M1 0.904 � 0.025 8.674 � 0.896 2.680 � 0.405 0.826 � 0.151 1.621 � 0.184 0.655 � 0.105
M2 0.941 � 0.019 8.681 � 0.893 2.514 � 0.359 0.734 � 0.147 1.611 � 0.182 0.611 � 0.067
M3 0.909 � 0.019 8.404 � 0.924 2.438 � 0.362 0.705 � 0.128 1.615 � 0.152 0.562 � 0.079MRI and PET

M4 0.963 � 0.020 8.882 � 0.888 2.821 � 0.405 0.816 � 0.168 1.656 � 0.216 0.706 � 0.086

M1 0.904 � 0.022 8.635 � 0.742 2.624 � 0.283 0.744 � 0.095 1.105 � 0.268 0.632 � 0.096
M2 0.963 � 0.008 8.565 � 0.798 2.597 � 0.258 0.713 � 0.079 1.392 � 0.128 0.637 � 0.057
M3 0.926 � 0.015 8.310 � 0.852 2.431 � 0.326 0.625 � 0.079 1.321 � 0.119 0.576 � 0.058MRI and SPECT

M4 0.974 � 0.008 8.802 � 0.786 2.810 � 0.266 0.839 � 0.082 1.542 � 0.100 0.737 � 0.048

TABLE IV
ABLATION QUANTITATIVE EXPERIMENT OF MODULE POSITION AND W/O SKIP CONNECTION OPERATION. EXCEPT FOR

SSIM AND VIF WHICH OBTAINED SUBOPTIMAL IN THE MRI-CT TASK, OTHER EVALUATION METRICS ARE OPTIMAL IN
ALL FUSION TASKS.

MRI and CT MRI and PET MRI and SPECTMetric E �M w/o S Ours E �M w/o S Ours E �M w/o S Ours

SSIM" 0.946 � 0.005 0.929 � 0.006 0.943 � 0.008 0.944 � 0.019 0.917 � 0.022 0.963 � 0.020 0.964 � 0.008 0.943 � 0.010 0.974 � 0.008
SD" 10.057 � 0.383 10.013 � 0.356 10.184 � 0.359 8.659 � 0.907 8.589 � 0.885 8.882 � 0.888 8.565 � 0.789 8.526 � 0.785 8.802 � 0.786
MI" 3.350 � 0.132 3.285 � 0.133 3.365 � 0.132 2.622 � 0.396 2.579 � 0.379 2.821 � 0.405 2.623 � 0.268 2.545 � 0.277 2.810 � 0.266
VIF" 0.680 � 0.029 0.725 � 0.035 0.720 � 0.028 0.764 � 0.145 0.793 � 0.135 0.816 � 0.168 0.703 � 0.075 0.702 � 0.081 0.839 � 0.082
SCD" 1.416 � 0.080 1.405 � 0.072 1.426 � 0.088 1.643 � 0.194 1.598 � 0.193 1.656 � 0.216 1.413 � 0.147 1.245 � 0.194 1.542 � 0.100
Qab=f" 0.630 � 0.033 0.588 � 0.040 0.676 � 0.021 0.651 � 0.089 0.599 � 0.084 0.706 � 0.086 0.659 � 0.060 0.612 � 0.060 0.737 � 0.048

TABLE V
ABLATION QUANTITATIVE EXPERIMENT OF LOSS FUNCTIONS. WE BOLD OPTIMAL AND SUBOPTIMAL RESULTS IN RED

AND BLUE, RESPECTIVELY.

MRI and CT MRI and PET MRI and SPECTMetric w/o LE w/o LS Ours w/o LE w/o LS Ours w/o LE w/o LS Ours

SSIM" 0.840 � 0.022 0.945 � 0.005 0.943 � 0.008 0.803 � 0.055 0.942 � 0.020 0.963 � 0.020 0.829 � 0.033 0.963 � 0.010 0.974 � 0.008
SD" 9.986 � 0.380 10.017 � 0.384 10.184 � 0.359 8.360 � 0.890 8.773 � 0.895 8.882 � 0.888 8.371 � 0.877 8.634 � 0.783 8.802 � 0.786
MI" 3.092 � 0.167 3.314 � 0.138 3.365 � 0.132 2.302 � 0.358 2.591 � 0.385 2.821 � 0.405 2.395 � 0.278 2.641 � 0.252 2.810 � 0.266
VIF" 0.575 � 0.035 0.709 � 0.035 0.720 � 0.028 0.581 � 0.124 0.769 � 0.152 0.816 � 0.168 0.574 � 0.062 0.746 � 0.089 0.839 � 0.082
SCD" 1.164 � 0.153 1.358 � 0.105 1.426 � 0.088 0.887 � 0.164 1.585 � 0.207 1.656 � 0.216 0.515 � 0.257 1.175 � 0.263 1.542 � 0.100
Qab=f" 0.244 � 0.022 0.617 � 0.033 0.676 � 0.021 0.187 � 0.040 0.639 � 0.076 0.706 � 0.086 0.140 � 0.023 0.658 � 0.066 0.737 � 0.048

indicators are all positively correlated, the farther the marked
point is from the axis, the better its performance. Apparently,
the value of SD, SSIM, MI, SCD and Qab=f achieve the
highest score compared with other methods, which indicates
that the proposed GeSeNet has outstanding performance on
similarity preservation and information transfer. The value of
VIF is slightly lower than CNN and gets a sub-optimal score.
However, it does not affect the quality of our fusion result. In
color performance, our proposed method outperforms CNN.

F. Efficiency Comparison

In addition to comparing qualitative and quantitative results
generated by the models, the time efficiency and size of the
models are also critical indicators to evaluate the quality of
the proposed method. As shown in Table. II, we perform the
average runtime of three tasks (i.e. MRI-CT, MRI-PET, MRI-
SPECT) and parameter quantity about the above-mentioned

comparison methods. The traditional and PCNN-based meth-
ods are all operated with Matlab on an i5-11400F CPU.
Besides CNN running on CPU, other deep learning-based
methods are performed with Tensorflow/Pytorch on a NVIDIA
GeForce RTX 3060 GPU.

In terms of runtime, our proposed method achieves the
shortest time on the test dataset. Due to the end-to-end
structure, the proposed method can reduce the tediousness
of manually regulating the fusion strategy. Moreover, we
design the corresponding architecture and network of our
proposed method to extract and fuse more efficiently through
the essence of multimodal medical images, which can avoid
running inefficiencies caused by directly adding convolutional
layers. On hardware systems, methods running on GPUs tend
to run more efficiently than CPUs. The parameter size of
the proposed method stands intermediate level. Owing to the
framework of the region mask module, the “ principal” and
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Fig. 14. Ablation qualitative experiment of hyperparameter. The corresponding zoomed-in details are in the lower right corner
of each fused image.

TABLE VI
ABLATION QUANTITATIVE EXPERIMENT OF HYPERPARAMETER. WHEN β IS SET TO 0.3, THE QUALITY OF OUR FUSION

RESULTS PERFORM BEST.

MetricFusion task the value of
� SSIM" SD" MI" VIF" SCD" Qab=f"

� = 0:1 0.948 � 0.008 10.042 � 0.357 3.389 � 0.133 0.712 � 0.028 1.399 � 0.082 0.679 � 0.022
� = 0:3 (Ours) 0.943 � 0.008 10.184 � 0.359 3.365 � 0.132 0.720 � 0.028 1.426 � 0.088 0.676 � 0.021

� = 0:5 0.936 � 0.007 9.959 � 0.381 3.273 � 0.114 0.679 � 0.035 1.322 � 0.078 0.615 � 0.036
� = 1 0.940 � 0.007 10.053 � 0.357 3.381 � 0.125 0.714 � 0.027 1.395 � 0.095 0.667 � 0.028

MRI and CT

� = 3 0.914 � 0.011 9.676 � 0.334 3.220 � 0.147 0.615 � 0.025 1.096 � 0.127 0.648 � 0.029

� = 0:1 0.952 � 0.021 8.741 � 0.878 2.857 � 0.412 0.815 � 0.174 1.641 � 0.224 0.701 � 0.086
� = 0:3 (Ours) 0.963 � 0.020 8.882 � 0.888 2.821 � 0.405 0.816 � 0.168 1.656 � 0.216 0.706 � 0.086

� = 0:5 0.941 � 0.019 8.647 � 0.872 2.605 � 0.390 0.777 � 0.134 1.602 � 0.208 0.601 � 0.080
� = 1 0.945 � 0.023 8.715 � 0.867 2.815 � 0.414 0.817 � 0.165 1.630 � 0.235 0.702 � 0.084

MRI and PET

� = 3 0.887 � 0.035 8.425 � 0.946 2.426 � 0.399 0.635 � 0.133 1.436 � 0.239 0.625 � 0.072

� = 0:1 0.973 � 0.008 8.582 � 0.788 2.848 �+ 0.278 0.847 � 0.085 1.400 � 0.154 0.739 � 0.050
� = 0:3 (Ours) 0.974 � 0.008 8.802 � 0.786 2.810 � 0.266 0.839 � 0.082 1.542 � 0.100 0.737 � 0.048

� = 0:5 0.966 � 0.008 8.585 � 0.757 2.520 � 0.244 0.723 � 0.053 1.069 � 0.282 0.618 � 0.039
� = 1 0.972 � 0.008 8.598 � 0.781 2.746 � 0.255 0.826 � 0.075 1.420 � 0.142 0.727 � 0.051

MRI and SPECT

� = 3 0.975 � 0.006 8.587 � 0.773 2.687 � 0.243 0.780 � 0.072 1.415 � 0.146 0.713 � 0.052

“redundant” regions are divided to focus on learning important
information while ignoring redundant information. Though the
space complexity of our proposed method is not the best, the
time efficiency and the fusion quality perform excellent above
these mentioned methods.

G. Ablation Experiments

1) Analysis on Different Modules: We analyze the model
architecture of the proposed network and sequentially verify
the effectiveness of each module in our approach. To simplify
the analysis process, the whole network is divided into three
main parts, i.e., E , M and R, which means the edge en-
hancement module, the region mask module and the global
refinement module, respectively. As shown in Fig. 10, we
present qualitative results of the proposed network with or

without each mentioned module. It is worth noting that the
introduction of any module in the network has a good effect
on the quality of the generated results. In detail, the fused
results may appear blur edge and detail absence without E . In
the MRI-CT fusion results, it is not difficult to observe that the
full model can obtain more edge details than the model without
E . Hence, it shows that E is sensitive to edge information in
the network. M can distinguish valid and invalid information
for more targeted capture features. Some useless information
(e.g. patch enlarged in green box of the MRI-SPECT result)
may occur in the fused images to affect the overall visual
effect without M. The full model divides different regions
with the help of M to focus on extracting important features
while reducing the reuse of redundant information. R plays
a role in modifying the overall performance of results. As
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shown in the MRI-PET result, it fails to reserve texture details
and global perception without R. In addition to qualitative
analysis, we conduct three sets of quantitative comparisons
about with or without each module in Table. III. By integrating
different modules to our method, the full model leads the way
in quantitative metrics. As a result, each module contributes
positively to the final performance of the fused image.

2) Analysis on Module Location: The visual effect of the
fused images is also related to the location of the employed
modules. As the global refinement module targets to integrate
the former extracted features, we only exchange the location of
the edge enhancement module and the region mask module to
verify the effect of location on fusion results. The generated re-
sults after swapping positions and the corresponding enlarged
details are shown in Fig. 11 (a). We can obviously notice
that the results present the blur edge details and distorted
color. Due to missing edge optimization operations, the region
mask module may mistake the edge information as redundant
information to prevent the network from recomputing it.
Hence, we should use the edge enhancement module to learn
edge features first, and then deploy the region mask module
to mark different regions. Furthermore, the skip connection
operation (referred to as S) from the edge enhancement
module to the latter convolution also affects the fusion results
on the CT/PET/SPECT branch. With S, we can achieve well-
perfomed fused images, which contain the substantial former
learned information. The quantitative results are shown in
Fig. 11 (b). In Table. IV, the quantitative analysis of three
different fusion tasks is given to further prove the justification
of the design of our method.

3) Analysis on Loss Function: In Fig. 12, we demonstrate
qualitative results of using different combinations of loss
functions to train the proposed network. It is easy to find that
the results may miss some significant edge details (e.g. the
junction of bone and soft-tissue in the MRI-CT task) without
the edge loss LE. As a consequence, LE has a prominent
advantage for edge detail enhancement. When the semantic
loss LS is removed during training, the semantic information
may reduce on fusion images. As shown in Fig. 12 (b), un-
desirable halos are evidently revealed and the performance of
color emerges slight distortion. After integrating all proposed
loss functions, we can obtain a fusion result with abundant
edge details and semantic information, which helps researchers
to understand image contents more conveniently. We give
the results of quantitative analysis in Table. V to further
verify the effectiveness of each loss function in our proposed
method. Evaluation metrics perform well on three fusion tasks,
implying that our proposed edge and semantic loss functions
are efficient in retaining details and equalize pixel distribution.

4) Analysis on Hyperparameter: The setting of hyperpa-
rameters plays an important role during training the proposed
method, which can influence the quality of fused images
through back-propagated information. The values of α, γ and
δ are purely to balance the value of loss functions and have no
effect on fusion results. The value of β affect the performance
of the fusion result. As shown in Fig. 14, we take β as
0.1, 0.3, 0.5, 1 and 3 respectively to observe the semantic
information and representation present in fused images. In

qualitative comparison, our method can obtain relatively stable
pixel balance in fusion images and conform to the human
visual system. When β is 1 or 3, it leads unrealistic details
occur in generated images. In addition, it also biases semantic
information while ignoring other valuable features during the
training phase. The trend in the training phase is shown in
Fig. 13. From the quantitative results in Table. VI, our method
is still in the leading position. Therefore, β is set as 0.3,
not only balancing the distribution of information, but also
improving the image quality.

V. CONCLUSION

In this paper, a novel flexible mask-optimized network
guided with a semantic model in an end-to-end manner is
proposed to conduct the multimodal medical image fusion
task, which is named as GeSeNet. By means of the edge
enhancement module and the corresponding edge loss func-
tion, the edge textures of fusion results can be more clear.
The region mask module performs improved extraction and
skips redundancy operations on different regions after division,
while using the global refinement module to modify extracted
global features. Furthermore, we employ the semantic module
and a newly designed loss function to transfer more semantic
information for boosting the quality of fused images. Sufficient
experiments show that the proposed GeSeNet model can
generate vivid fusion results in the visual perception while also
guaranteeing the performance of quantitative metrics. There-
fore, our proposed method contributes to the development of
multimodal medical image fusion.
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