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Convolutional neural networks for event-related potential detection: impact of the architecture

H. Cecotti

Abstract—The detection of brain responses at the single-trial level in the electroencephalogram (EEG) such as event-related potentials (ERPs) is a difficult problem that requires different processing steps to extract relevant discriminant features. While most of the signal and classification techniques for the detection of brain responses are based on linear algebra, different pattern recognition techniques such as convolutional neural network (CNN), as a type of deep learning technique, have shown some interests as they are able to process the signal after limited pre-processing. In this study, we propose to investigate the performance of CNNs in relation of their architecture and in relation to how they are evaluated: a single system for each subject, or a system for all the subjects. More particularly, we want to address the change of performance that can be observed between specifying a neural network to a subject, or by considering a neural network for a group of subjects, taking advantage of a larger number of trials from different subjects. The results support the conclusion that a convolutional neural network trained on different subjects can lead to an AUC above 0.9 by using an appropriate architecture using spatial filtering and shift invariant layers.

I. INTRODUCTION

In machine learning, the methods based on deep learning have gained a great success in classification problems, optimization control, and time series analysis. More particularly, deep learning methods for pattern recognition using prior information about the problem for the creation of their architecture, such as the number of main dimensions in the input signal, and the type of variations that can occur across trials, have won a large number of competitions [1]. Convolutional neural networks (i.e., conv nets or CNN) have been initially proposed and evaluated for handwritten character recognition during the 90s, providing state-of-the-art results, and they have been popular in the research community of document analysis and recognition [2]–[4]. Because the architecture of a conv net must be set in relation to a particular problem, with specific connections between units in the network, its implementation must be specific as each hidden layer includes more characteristics than a fully connected hidden layer in a multi-layer perceptron (MLP). Thanks to graphical processing units and recent open-source libraries that allow to focus only on the choice of the architecture, and not the implementation of the conv net itself, more architectures and deeper architectures can be tested rapidly on various databases [5].

While conv nets have been successfully used in computer vision, they have not been fully exploited in electroencephalography (EEG) signal processing, for applications such as brain-computer interface. First, the low number of available trials to train a model and the low signal-to-noise ratio do not allow to easily capture the manifold where lies the data. Most of the signal processing and classification techniques rely on linear algebra, e.g. linear classifiers, for the classification of ERPs. Some studies using conv nets have been proposed for the detection of event-related potentials (ERPs) in the EEG signal, e.g. the P300 [6], with applications to the P300 speller and rapid serial visual presentation tasks for target detection [7]. These architectures typically include a first convolutional layer that acts as a spatial filtering layer, then the next layers decrease the number of features through filtering in the time domain and/or subsampling functions. Finally, the last hidden layers may include a fully connected hidden layer. It is worth noting that as linear discriminant analysis provides relevant results for ERP detection, it is not necessary to use a fully connected hidden layer at the last stage of the architecture, i.e., such as a multi-layer perceptron after the extracted features through a succession of convolution and pooling functions. Special architectures have also been proposed for the detection of steady-state visual evoked potentials (SSVEP), where spatial filtering was achieved through a convolutional layer and then the Fourier transform was inserted between two hidden layers to transfer the power spectrum of the signal to higher levels in the network [8]. In all these cases, these architectures used sigmoid functions as activation units as opposed to the most recent rectified linear unit function (ReLU) [9], which provides a reduced likelihood of vanishing gradient.

In this paper, we propose to compare different architectures of conv nets by using state-of-the-art functions that are readily available online with current libraries and toolboxes (e.g. Matlab). This paper focuses therefore on the choice of the architecture, and it does not aim at providing new convolution or pooling functions. The performance is evaluated on a database of healthy participants who had to search a target image during a rapid serial presentation task [10], [11]. We propose to investigate the performance of CNNs in relation of their architecture, and also in relation to the evaluation method: a single system for each subject, or for all the subjects. More particularly, we want to address the change of performance that can be observed between specifying a neural network to a subject, or by considering a neural network for a group of subjects, taking advantage of a larger number of trials from different subjects. The extent to which it is better to have a subject-specific system or not is important in the field of brain-computer interface (BCI) because the user experience must be enhanced for patients.
who would need to use a BCI daily by removing the need of a calibration session. The remainder of this paper is as follows. The inputs and the convolutional layers are described in Section II. The results are presented in Section IV. Finally, the impact of the results are discussed in Section V.

II. METHODS

We consider inputs of size $N_t \times N_c$ where $N_t$ and $N_c$ represent the number of time points and the number of channels, respectively. The architecture of a conv net contains several hidden layers, including at least one convolutional layer. In this type of network, the weights of the layer are shared across the different inputs. The weight sharing model reduces the number of parameters to learn in the network, making a conv net faster to train. The convolution on a 2D signal such as an image behaves like the application of a linear filter, follows by an activation function (e.g. sigmoid or ReLU function). The architecture of a conv net depends on the problem and the type of variations across trials. With images, it is easy to get a good feeling about the geometric deformations that can be applied on the signal and keep the same label. For the choice of the architecture with images, it is also possible to get inspired by the visual system in the human brain. However, for the classification of brain responses, it is more difficult to determine what type of features must be extracted. For the detection of ERPs, the experimental protocol has a central role as it will determine what will be the ERP components and their characteristics that can vary between two conditions (i.e., target vs. non-target). For the classification of ERPs for BCI that include the P300, a large ERP component, it is important to determine the type of changes that can occur over time. A first assumption is the stationarity of the spatial location of the brain responses of interest. We assume that there exists a finite subset of spatial distribution where we can find discriminant information for the task. This first stage can be achieved by spatial filtering, where the input signals acquired from different channels is then projected to one or several “virtual” channels. Spatial filtering can be achieved through a convolutional layer of size $[1 \times N_c]$. It is worth noting that the spatial filtering stage can include more layers, e.g. by grouping sensors that are close, taking into account the spatial location of each sensor. In such a case, weight sharing may not be the ideal choice as each neighborhood may rely on a specific function. The next processing step can deal with the reduction of the number of time points. This stage is necessary if the signal has a high sampling rate and the signal has not been downsampled. In recent BCI competitions related to ERPs detection, the signal was often bandpassed to frequencies that are limited to the delta, theta, and alpha bands [0.1-12 Hz], suggesting the number of time points could be limited if the main ERP component is the P300. Other signal processing steps that can be included through the architecture of the conv net include the extraction of shift invariant features.

III. EXPERIMENTAL PROTOCOL

The EEG database was previously used in [12], [13]. The experimental protocol is described thereafter. Participants were seated 75 cm from a Dell P2210 monitor. They viewed a series of simulated images from a desert metropolitan environment using a rapid serial visual presentation (RSVP) paradigm. Images (960 × 600 pixels, 96 dpi, subtending 36.3 × 22.5) were presented using E-prime software on a Dell Precision T7400 PC. Images were presented with a stimulus onset asynchrony of 0.5 s, with no inter-stimulus interval. Images contained either a scene without any people (non-target) or a scene with a person holding a gun (target). 110 target images and 1346 non-target images were presented to each participant. Scenes in which a target appeared were also presented without the person in the non-target condition. All stimuli appeared within 6.5 degrees of center of the monitor. The purpose of the task was to discriminate target images from non-target images. In the considered data, 16 participants responded to targets by silently counting the number of targets. Electrophysiological recordings were digitally sampled at 1024 Hz from 64 scalp electrodes arranged in a 10-10 montage using a BioSemi Active Two system (Amsterdam, Netherlands). Impedances were kept below 25 kΩ. External leads were placed on the outer canthus of both eyes, and above and below the right orbital fossa to record the electrooculogram signal. The signal was then bandpassed between 0.1 and 21.33 Hz using a 4th order Butterworth filter. Finally, the signal was downsampled to 64 Hz. For each stimulus, we selected the signal corresponding to 800 ms after the stimulus onset, i.e., 51 time points. Hence, each example in the database is a matrix of size $51 \times 64$, which is about the same size of the images in computer vision problems.

A. Conv nets

We propose 6 neural networks architectures in order to highlight the effect of some hidden layers. In all the models, the activation unit is a ReLU function ($f(x) = \max(0, x)$), the number of neurons in the output layer is set to 2, i.e., the number of classes, and the outputs are normalized with a softmax function. The first architecture CNN₁ has no hidden layers: the inputs are directly connected to the output layer. In CNN₂, there is a single hidden layer with 10 neurons. With CNN₃, we consider a first convolutional layer with 8 maps, the convolution window is set to $[1 \times 64]$, it corresponds to a spatial filtering function. In the second convolutional layer, the layer has only a single dimension (in time). We use 16 maps with a convolution window set to $[48 \times 1]$, hence this layer is almost a classification layer as it considers most of the inputs. Thanks to this convolution, we obtain a set of outputs that corresponds to different shifts of a part of the input features. Finally, this layer is fully connected to the output layer. For CNN₄, CNN₅, and CNN₆, we use only a single convolutional layer with spatial filtering purpose ($[1 \times 64]$) with 4, 8, and 16 maps, respectively. The selection of the best model is based on the maximization of the area under the ROC curve (AUC) by using a validation dataset.
Because the number of target trials is significantly inferior to the number of non-target trials, the target trials have been replicated in the training dataset for each epoch.

B. Performance evaluation

For the performance evaluation, we consider two conditions. In the first condition, a model is trained for each participant. We consider a 5-fold cross validation procedure, where 1 fold is used for the test, 1 fold is used for the validation, and the 3 remaining folds are used for training the model. In the second condition, a model is trained for all the participants. We consider a 16-fold cross validation procedure where 1 fold, i.e. 1 subject, is dedicated to the test, 1 fold is used for the validation, and the other blocks are used to train the model. With the last condition, the trials from different subjects are not mixed, hence the classifier is never trained on data from a subject that is used for the test or the validation. The system was implemented with Matlab2016b and its deep learning toolbox using an Intel i7-6700K, 32Gb, and an NVidia GTX1080 graphic card.

IV. Results

The results for the models that were trained for each subject are presented in Table I. The mean and standard deviation across the 5 folds are given for each subject and architecture. The worst results are obtained with CNN1 that is the simplest architecture, as there is no hidden layer. While the results are inferior to other architectures, the AUC is 0.831, which is significantly above chance level, confirming that a simple method, with no prior information about the problem can lead to an efficient solution. Between CNN1, CNN5, CNN6, the variation of the number of spatial filters does not have a fundamental impact on the overall performance, with an AUC of 0.897 ± 0.041, 0.894 ± 0.039, and 0.891 ± 0.043. With pairwise comparisons using a Wilcoxon signed rank test, the performance obtained with CNN1 is significantly lower than with the other methods. However, there is no statistically significant difference between the other methods, showing that a deep architecture does not have a significant effect.

The results for the models that are trained with several subjects are presented in Table II. The best performance is obtained with CNN3 with an average AUC of 0.905. With a Wilcoxon signed rank test, pairwise comparisons reveal that CNN3 provides better performance than CNN1, CNN2, and CNN4. As there is no difference between CNN3 and CNN5, it indicates that the second convolutional layers has no key impact on the performance. Overall, based on the results from both conditions, the results indicate the need of a special architecture for the features extraction in the ERPs.

V. Discussion and conclusion

Methods based on linear algebra such as xDAWN [14] for spatial filtering and LDA and its variant for classification have offered in different applications state-of-the-art performance. With the recent availability of tools that allow biomedical engineers to focus only on the architecture, conv nets provide now a reliable alternative to linear algebra based techniques. In the present paper, we have focus on the evaluation of artificial neural networks, more particularly convolutional neural networks. We have shown that it is possible to achieve a better performance by training a model with a large number of subjects, instead of learning a model for each individual, by taking advantage of a high number of training samples. A key problem in BCI and in many human-computer interaction applications is the need of a calibration session to model the characteristics of the user. A calibration session before each use of the system can significantly decrease the users comfort. Thanks to a model that is able to capture a large variability across trials, it is then possible to model a multi-subject classifier. We have shown that while the type of system requires a long time for the estimation of the model, i.e., to train the classifier, the performance can be robust enough for the creation of a generic classifier. Different preprocessing steps can be included within the architecture of a conv net, such a spatial filtering, and the extraction of shift invariant features. Surprisingly, the results on the chosen ERP database suggest that a deep architecture is not necessary and that the convolutional layers, i.e. the decomposition of the different dimensions of the input signal,

![Fig. 1. Description of the different architectures.](image_url)
are not necessary either.

Further work will be dedicated to the optimization of the architecture and the addition of artificial trials to extend the training database. Finally, while very deep architectures could provide better results than the results presented in this paper, the choice of the architecture should be ideally justified and its performance could help to better understand the variations that occur across trials during an experimental task.
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