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Abstract—Activity-dependent plasticity has attracted the interest of researchers for years in the domain of computational neuroscience, as the modification of synaptic efficacy occurs as a result of complex biochemical mechanisms that take place at a cellular level. In this paper, we introduce a phenomenological model—implemented as an unsupervised learning rule for spiking neural networks—based on the cross-talk between glutamatergic and GABAergic neuroreceptors: NMDA, AMPA, GABA_A, and GABA_B. The proposed neuroreceptor-dependent plasticity (NRDP) model is implemented and demonstrated in a spiking neural network environment, NeuCube, for modelling electroencephalography data. We show that the NRDP model can reproduce the generic spike-timing dependent plasticity behaviour in a spiking neural network. In addition, this can be used to simulate changes in excitatory/inhibitory balance in a spiking neural network by altering neuroreceptors activity. More specifically, by varying the parameters that affect neuroreceptors activation, we can study how these changes would affect the learning and memory ability of a subject. In a therapeutic context, this makes it a promising tool for studying the regulatory mechanisms where neuroreceptors cross-talk plays a crucial role. This can lead to new ways of early detection of neurological disorders and for better targeting drug treatments.

Index Terms—Artificial neural networks, spiking neural networks, unsupervised learning, synaptic plasticity, activity-dependent plasticity, Hebbian rules, neuroreceptors, EEG data, neurological disorders.

I. INTRODUCTION

O VER the last decades, the increase in neurological disorders, especially cognitive impairment and dementia, has created serious health problems with wider social consequences [1]. In response, the scientific community has focused considerable resources and effort on understanding the central nervous system and especially the mechanisms involved in learning and synaptic plasticity, since neurological decline initially affects these functions. New research and better techniques have resulted in a considerable amount of data being made available. However, a new problem has emerged: how to find a suitable technique in order to understand this information and make the best use of it.

In this context, the scientific contribution of information science, especially neuroinformatics, can play a pivotal role. Information science offers new computational techniques based on emulating the cognitive and learning functions of natural intelligent systems such as the human brain. However, many of the techniques already in use are not adequate, not only because the data preparation and filtering steps can take a considerable amount of processing time and cost, but also because they cannot represent the phenomena of study.

As a feasible paradigm, spiking neural networks (SNN) constitute an important approach in neuroscience. They process and communicate information as real neurons do, raising the level of biological realism [2], [3], [4]. Due to their more biologically realistic properties, they can be used to study the operation of neural circuits [5].

SNN models rely on a learning mechanism known as synaptic plasticity for their computational power. Adjusting the synaptic weights can alter the flow of information through a neural network. When the strength of the incoming signal to a neuron is altered, the output signal will also change in strength [6], [7].

A typical approach makes use of Hebbian learning [8], which models neurons’ pre- and post- synaptic action potentials transmission such as spike-timing dependent plasticity (STDP) [9]. Variation of STDP as Hebb postulate, have been also proposed [10], [11], [12]. Still, other approaches models biochemical mechanisms at a synaptic connection through either synaptic current modifications (e.g. transmitter-activated ion channels synapses [7] and the synaptic transmission model [13]), or dynamic mechanisms involving non-Hebbian rise and fall terms (e.g. phenomenological model of dynamic synapses [14] and activity-dependent synaptic scaling [15]).

Numerous computational models have been proposed to model the biological basis of activity-dependent plasticity. In [16], synaptic efficacy is modulated by modifying the probability that a vesicle transporting a neurotransmitter is realised depending on the timing of spike in the pre- and post- synaptic neurons. In [17], pre- and post- synaptic signals are modified according to glutamate receptors modulation. Another computational model describing the input current of a neuron as a function of the excitatory and inhibitory conductance of glutamatergic and GABAergic synapses has been proposed in [18]. While, in [19] the author proposed a computational neurogenetic model of a probabilistic spiking neuron that uses three probability parameters and calculates the neuron post-synaptic potential as the contribution of four different types of synapses (fast excitatory, slow excitatory, fast inhibitory and slow inhibitory) that affect the connections between neurons as it was introduced first in [20], [21].

In this paper, we propose a neuroreceptor-dependent plas-
ticity (NRDP) model utilised as a unsupervised learning in SNN. This is a simplified computational model that emulates the regulation of synaptic plasticity mediated by the cross-talk between glutamate and gaba main neuroreceptors, based on recent evidence in cellular neuroscience [22], [23]. The model was implemented in a brain-like SNN architecture (the NeuCube [24]). This SNN allows to model electroencephalography (EEG) and other brain data, but more importantly, it allows us to study the impact of neuroreceptors on the process of learning of EEG data in the SNN model and to further interpret the findings for the study of brain conditions. This constitute the main contribution given by the NRDP model with respect with already proposed models, as experimental results are not only expressed in terms of classification accuracy, but by visualising the activity and connectivity generated during learning with can study and modulate these changes also by modifying neuroreceptors threshold, which could be used to build an in silico simulation that can be used to assist in drug therapy.

As a case study, we used EEG data to classify different patterns and identify functional changes in the neural activity. Spatio temporal brain data (STDB) and especially EEG can provide valuable information for the research and study of cognitive activity in the human cortex as well as the study of cognitive impairment. It has been used extensively for the study of brain functional changes under different conditions, including neurological disease and drug treatments [25], [26], [27]. Additionally, EEG is an affordable technique that can be easily carried around to accommodate patients needs, and it is considered a non-invasive method for the subjects being studied [25].

Together with the NeuCube architecture, the proposed computational model with the use of the NRDP introduces a new set of techniques in the area of neuro- and bio-informatics. This will allow us to better study cognitive brain processes in order to understand how neuroreceptor mediated regulation affects learning and memory processes. By analysing the connectivity and spiking activity generated within this model, the NRDP model could be used as a decision support tool for clinicians to assess treatments and diagnose neurological disorders.

In the next section, we discuss some of the main mechanisms that regulate learning and neural plasticity in the central nervous system as a biological inspiration for the proposed NRDP model. In section III, we describe the dynamics of the NRDP model for its implementation in an SNN. Section IV reports our results and conclusions for the case study of EEG data using the NeuCube methodology. Finally, we discuss a future work on how to extend the methodology and to apply it on other brain data.

II. AXODENDRITIC CHEMICAL SYNAPSES AND PLASTICITY

Different kinds of synapses between two neural cells are found in the central nervous system, although axodendritic chemical synapses are the most numerous [28]. Here, the axon of a neural cell (the pre-synaptic cell) enables communication with the other (the post-synaptic cell) through chemical transmissions [29].

At an axon’s terminal, molecules called neurotransmitters arrive, carrying stimuli for the target cell; they are released in the synaptic cleft, where they bind to their corresponding receptors located in the dendritic membrane. Depending on the type of neurotransmitter released, they either depolarise the membrane (i.e. excitatory current) and propagate the signal, or hyperpolarise it (i.e. inhibitory current) and suppress the signal [30].

A. Neurotransmitters and Neuroreceptors Involved in the Mechanisms of Learning

There are many types of neurotransmitters released in a synaptic cleft. The main excitatory neurotransmitter in the central nervous system is glutamate, whilst the main inhibitory neurotransmitter is γ-aminobutyric acid (GABA) [31]. The most important neuroreceptors activated by glutamate are the α-amino-3-hydroxy-5-methyl-4-izoxazole-propionic acid receptors (AMPAR) and the N-methyl-D-aspartate receptor (NMDAR) [32]. The AMPAR is a receptor that mediates fast excitatory synaptic response [33], whilst NMDAR is a ligand-gated and voltage-dependent channel related to slow excitatory response [34]. The inhibitory neurotransmitter GABA activates two main classes of neuroreceptors, GABA type A (GABAA) and GABA type B (GABAB). They regulate a fast and a slow inhibition of the neural membrane potential respectively [35], [36], [23].

In the hippocampus, complex biochemical mechanisms mediate and process cognitive activities such as learning and memory through the regulation of synaptic plasticity [37]. Several of them occur in both pre- and post-synaptic cells [37]. Two phenomena involved in this process are known as long-term potentiation (LTP) and long-term depression (LTD). Memory formation and modelling synaptic plasticity in the mammalian brain is broadly thought to depend on this bidirectional activity [38], [39]. LTP is responsible for the transfer of information from short-term memory to long-term memory by means of long and persistent depolarisation of the post-synaptic cell’s membrane (i.e. repetitive firing stimuli). This mechanism is able to increase synaptic transmission efficiency [40] and was studied by Hebb [8], who postulated the theory known today as Hebbian learning.

These cognitive mechanisms involve the release of a high number of glutamate neurotransmitters by the pre-synaptic cell, which in turn provokes the post-synaptic cell to activate enough receptors and increase their synthesis according to the demand [37]. There, the NMDAR allows the influx of a significant quantity of stimulatory Ca2+ into the cytoplasm [41]. In fact, the influx of these cations is believed to start LTP induction by generating a series of cascade events that are responsible for altering synaptic strength [39]. The NMDAR is a slow excitation neuroreceptor and its plasticity depends mainly on the fast excitation of the AMPAR [37]. In more details, glutamate neurotransmitters in the synaptic cleft bind to both the NMDAR and the AMPAR causing the opening of the latter channel. Subsequently, the influx of Na+ in
the post-synaptic membrane causes its depolarisation. If the depolarisation event is strong enough, it will provoke the removal of the $Mg^{2+}$ ion, which obstructs the NMDAR voltage-dependent channel, enabling $Na^+$ and $Ca^{2+}$ to enter the cell [39]. For this reason, NMDAR is a slow excitation receptor and its plasticity, which determines LTP formation, depends on these properties.

In a single synapse, different types of receptors can be found [7], [28]. In hippocampal neurons, NMDAR is broadly found to coexist with GABA$_A$ [22]. However, GABA$_B$ can also modulate synaptic plasticity through NMDAR regulation in both pre-synaptic cells, by inhibiting $Ca^{2+}$ and therefore limiting GABA release, and in post-synaptic cells, by mainly co-operating with GABA$_A$ in inhibiting NMDAR activation [42], [32], [23]. The localisation of both glutamate and GABA receptors in post-synaptic cells depends on neurotransmitters demand, as they are found to move rapidly from where they are synthesised to where they are required in the membrane according to the level of neurotransmitters released by a particular neural cell [32]. The onset of glutamatergic post-synaptic currents suppresses inhibitory functions of GABA receptors and vice versa, inhibitory currents increase proportionally with excitatory activation of glutamate receptors [43], [44], [36]. The balance of these two forces modulates the period of the synaptic activity [45], [36], [34] and that is why these neuroreceptors are highly correlated and modulated [22], [34]. In the literature this dependency is often defined as “cross-talk” (e.g. [22], [23]).

Hippocampal neuron mechanisms can be applied to many other neurons encountered in the brain, as they are considered representative of several types of synapses [32]. Studying hippocampal activity is of high relevance for the understanding of neurological disorders, as this region is also one of the first to be affected by the onset of mild cognitive impairment and AD. One hypothesis focuses on the constant activation of NMDAR in AD. High intracellular $Ca^{2+}$ leads to mitochondrial dysfunction [46]. Consequently, the constant activation of this receptor leads to a chronic over-activity with an abnormally high synaptic glutamate level under resting condition, with a correspondingly low amount of neurotransmitters left to be released into synaptic cleft during neural activity [41], leading to cellular dysfunction and neural death over a period of time [46].

The study of neural plasticity and its biochemical counterpart is fundamental to the analysis and understanding of the brain’s cognitive activity and consequently the information provided by the STBD collected. In this paper, we use some of the main principles of axodendritic chemical synapses to modulate synaptic plasticity in an SNN by modelling the levels of glutamate and GABA receptors (next subsection). Such model is demonstrated on learning spatio-temporal EEG brain data and for the study of the effect of the neuroreceptors on the SNN connectivity.

III. THE NEURORECEPTOR DEPENDENT PLASTICITY MODEL (NRDP)

The NRDP is a phenomenological model that emulates the correlation between glutamate and GABA receptors, which results in learned connection weights between spiking neurons. This relationship generates a persistent potentiation or depression of the synapse that influences the membrane potential and firing activity of the post-synaptic neuron. Here, we define the equations to calculate the synaptic plasticity between two spiking neurons as a function of AMPAR, NMDAR, GABA$_A$ and GABA$_B$ levels.

A. Definitions

A connection between a pre-synaptic neuron $n_i$ and a post-synaptic neuron $n_j$ is given by:

$$C_{ij} = \begin{cases} 1, & \text{connection;} \\ 0, & \text{no connection;} \end{cases}$$

We define the firing state $S_{ij}$ of a connection $C_{ij}$ (pre-synaptic spike) at a time $t$ as:

$$S_{ij}(t) = \begin{cases} 1, & \text{spike;} \\ 0, & \text{no spike;} \end{cases}$$

Now, let $M = \{A, N\}$ be the set of variables that emulates the glutamate receptors AMPAR and NMDAR respectively, and let $G = \{G_A, G_B\}$ be the set of inhibitory receptors that respectively emulates GABA$_A$ and GABA$_B$.

B. Dynamics of the NRDP

As far as the glutamate receptors are concerned, we made several assumptions to compute their values at a time $t$. If a pre-synaptic neuron emits a spike so that the firing state $S_{ij}(t) = 1$ then the level of $A$ is calculated as

$$A(t) = \min(\theta_{A+}, A(t-1) + k_A)$$

where $t$ is the elapsed time; and $k_A$ is the gaining rate for AMPAR. If $A$ reaches a maximum threshold value defined by $\theta_{A+}$, then it maintains this value during a time window $\Delta_w$, even if the pre-synaptic neuron $n_i$ has not emitted a spike (i.e. $S_{ij}(\Delta_w) = 0$). In this case the AMPAR is completely activated. On the other hand, if the firing state $S_{ij}(t) = 0$ (no stimulus) persists for longer time than $\Delta_w$, i.e. $A = \theta_{A+}$ and $\Delta_t > \Delta_w$, then the inhibitory receptor will manifest a behaviour given by

$$A(t) = \max(\theta_{A-}, A(t-1) - k_G)$$

where $\theta_{A-}$ is the minimum level of AMPAR, and $k_G = f_G \cdot G$ is the gain of GABA receptors over this receptor. Here, $f_G$ is the rate that a GABA receptor level $G$ affects $A$. This implies a decay on the synaptic weight due to an insufficient stimuli, and therefore simulating the phenomenon of LTD which represents competition between excitatory and inhibitory receptors.

Regarding the NMDAR, it is known that its activation often depends on the AMPAR, especially in mechanisms that involve memory formation in the hippocampus [32], [33], [34], [47]. Here, we propose a simplified model where the NMDAR is activated after the AMPAR reaches its maximum level. If the
firing state $S_{ij}(t) = 1$ and the level of AMPAR is $A = \theta_{A+}$ then:

$$N(t) = \min(\theta_{N+}, N(t-1) + \theta_{G})$$

(5)

otherwise:

$$N(t) = A \max(\theta_{N-}, N(t-1) - \theta_{G})$$

(6)

where $\theta_{N\pm}$ refers to the maximum and minimum levels of NMDAR, and $\theta_{G}$ to the gaining rate for NMDAR.

Taking into consideration, that LTP formation is determined by the activity of NMDAR and that NMDAR in hippocampal neurons is broadly found to coexist with GABA$_A$ and also modulated by GABA$_B$ [22], [42], [32], [23], we implemented this as a higher probability for GABA$_A$ and lower probability for GABA$_B$ to regulate its activity. Then, in our model fast and slow inhibition is described by

$$P_{G_{ik}} < P_{G_{iA}}, P_{G_{ik}} = 1 - P_{G_{iA}}$$

(7)

where $P_{G_{iA}}$ indicates the GABA$_A$ activation probability. Then, the activation function of the inhibitory level of a $G$ receptor in a synapse $C_{ij}$ is denoted by:

$$G = \left\{ \begin{array}{ll}
G_{ia}, & \alpha < P_{G_{iA}}; \\
G_{u}, & \text{otherwise};
\end{array} \right.$$

(8)

where $\alpha = \text{unif}(0, 1)$ is a dimensionless random number with a uniform distribution.

The level of a GABA receptor activity in time is defined by:

$$G(t) = \left\{ \begin{array}{ll}
\max(\theta_{G-}, G(t-1) - \theta_{G}), & S_{ij}(t) = 1; \\
\min(\theta_{G+}, G(t-1) + \theta_{G}), & \text{otherwise};
\end{array} \right.$$

(9)

where $t$ is the training elapsed time, $\theta_{G}$ and $\theta_{G+}$ are phenomenological losing and gaining rates respectively; $\Delta_{ij}$ is the elapsed time after $n_i$ emitted the last spike to neuron $n_j$: $\theta_{G+}$ represents the maximum and minimum threshold values for each GABA receptor. For the sake of simplicity, $\max$ and $\min$ functions define the receptors’ boundary levels.

Finally, the synaptic weight $W_{ij}(t)$ from neuron $n_i$ to $n_j$ at a $t$ time is calculated as

$$W_{ij}(t) = N(t) + A(t) - G(t)$$

(10)

In a post-synaptic neuron $n_j$, the membrane potential $u_j(t)$ at time $t$ depends on a stimulating current given by the sum of the synaptic weights from all connections with a firing state $S_{ij} = 1$. In the standard way for leaky integrate-and-fire type spiking neurons, this membrane potential is calculated as

$$u_j(t) = u_j(t-1) + \sum_{i=1}^{m} W_{ij}(t)$$

(11)

where $m$ is the number of spiking neurons connected to the neuron $n_j$. If $n_j$ lacks of stimuli (i.e. $\sum_{i=0}^{m} S_{ij} = 0$) then its membrane potential decreases by a “leak” value. Firing occurs whenever $u_j(t)$ reaches a threshold $\theta_a$, then the membrane potential is reset to an initial state $u_r$. Afterwards, the neuron dynamics are interrupted during an absolute refractory time $\delta_r$ and restart the integration at time $t + \delta_r$ with the new initial condition $u_j(t) = u_r$.

The NRDP model evolves the connectivity and spiking activity of the SNNc. Its stability and accuracy depends on the values of its correlated variables which are strongly related to the data of the case study. Therefore, hyperparameter optimisation is needed for better performance of the SNNc, leading a favourable knowledge discovery.

IV. A CASE STUDY OF COGNITIVE EEG DATA

A. EEG Data Collection

We collected EEG data from 21 healthy volunteers. Ethical approval 13/283 was granted by the Auckland University of Technology Ethics Committee. The subjects were aged between 28 and 50 years. They had all undertaken undergraduate university study as a minimum, had no history of cognitive impairment, and were all right handed. All measurements were taken in a quiet room with the participants seated in a dining chair and using a computer screen. Data was collected following two scenarios (a resting task and a cognitive task) using the Emotiv EPOC (http://emotiv.com/) device, a standard EEG system with 14 feature channel names based on the international 10-20 electrodes location system, which are AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8, AF4 plus two references in the P3/P4 location. No filtering was applied to the data, neither on-line nor off-line, and the recordings were made at a sampling rate of 128 Hz per channel. Data was collected in one session. The length of each session was 30 s per scenario, chosen in accordance with the duration of the memory task.

The resting task was recorded with eyes closed in order to avoid disturbing artefacts (such as blinking of the eyes) and each subject was asked to avoid thinking or planning thoughts as much as possible.

For the cognitive task, we performed a modified Stenberg’s Memory Scanning Test [48]. In this experiment, each subject was asked to sit comfortably and look at a screen. A fixation cross appeared for 3 seconds; after that, a “positive set” of three random letters was displayed for 5 seconds, to give the subjects enough time to memorise them. After a 3 seconds pause, when the screen turned blank, a single “test set” was presented that may, or may not, have been shown previously. Every subject was asked to decide if the test set was included in the positive set or not. The experiment was repeated increasing the number of elements in the positive set (from three to five and finally to seven letters).

For this study, only the last 15 s of the 30 s recorded were used to run the experiments in order to eliminate any possible noise related to the initial experimental settings. Also, one data point for every three was selected from the entire EEG sequence, obtaining one sample of 640 data points per 14 EEG channels per class and per subject. This information was considered enough for the algorithm to discriminate the resting scenario from the cognitive task. In total, we obtained 21 samples for class 1 (C1, resting) and another 21 samples for class 2 (C2, memory).
B. The NeuCube Architecture

NeuCube is an SNN architecture for mapping, learning and understanding of STBD. It was initially proposed in [24] and then further developed in [49], [50]. This architecture consists of the following functional modules: an input data encoding module, in which input data is encoded into trains of spikes that are then presented to the main module; the 3D spiking neural network cube (SNNc) module, where time and space characteristics of the STBD are captured and learned in an unsupervised mode; and the output module for data classification (or regression) which applies supervised learning in an SNN classifier/regressor.

The process of creating a NeuCube model for the case study EEG data modelling can be summarised as follows:

- **Using the input module**, the available EEG data is transformed into spike sequences using the threshold-based algorithm (TBR) [50], as this algorithm identifies just differences in consecutive EEG values.
- The spike trains are sent into the SNNc containing 1471 leaky integrate-and-fire (LIF) neurons mapped according to the Talairach template [51]. The input variables (i.e. the 14 EEG channels) are mapped into spatially located spiking neurons in the SNN cube that correspond to the 3D spatial coordinates of the channels according to the 10-20 system. The synaptic connections were initialised using a small-world connectivity. Then we trained the SNNc on the encoded EEG data, using the proposed NRDP as the unsupervised learning algorithm.
- In the output module, we use the deSNN [52] algorithm for supervised learning to classify the activated patterns produced by the SNNc when the EEG data is entered again.

Previous implementations and experiments with the NeuCube architecture used STDP as the learning algorithm for the unsupervised training. Here, we implemented the NRDP as the learning algorithm. We refer to this architecture as NeuCube-NRDP. A functional diagram of the NeuCube-NRDP is depicted in Figure 1.

C. Parameter Optimisation

Since the NRDP involves several variables, a fine tuning is necessary for better classification results. As a starting point, we assumed that equivalent model behaviour can be achieved by using the NRDP or the STDP learning rules. Both of them, can automatically balance the synaptic strengths making post-synaptic firing sensitive to pre-synaptic potentials. In order to produce the same behaviour (spike sequences) when using either STDP and NRDP learning rules, we fitted the NRDP parameters by means of the differential evolution (DE/rand/1/bin) algorithm [53] on a small recurrent SNN as shown in Figure 2.

The aim was to maximise the spike time coincidences between the spike trains produced by each neuron using the STDP rule with a learning rate $r = 0.01$, and then using the NRDP rule proposed with optimised parameters. These parameters are related to the maximum $\theta_{A+}$ and the gain $k$ values for each neuroreceptor, the probability of $\text{GABA_A}$ to be expressed $P_{G_{A}}$, and the inhibitory rate $f_G$. Each neuron on the SNN was a leaky integrate-and-fire neuron model that fires when the membrane potential reaches a threshold value $\theta_h = 0.5$, using a leak value $k = 0.02$ and a refractory time $t_r = 6$ ms. Table I shows the optimised NRDP parameters to produce the same spike trains when using the STDP rule.

<table>
<thead>
<tr>
<th>Neuroreceptor</th>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMPAR</td>
<td>$\theta_{A+}$</td>
<td>0.901680</td>
</tr>
<tr>
<td></td>
<td>$k_A$</td>
<td>0.542872</td>
</tr>
<tr>
<td>NMDAR</td>
<td>$\theta_{N+}$</td>
<td>0.230013</td>
</tr>
<tr>
<td></td>
<td>$k_N$</td>
<td>0.011660</td>
</tr>
<tr>
<td>GABA_A</td>
<td>$\theta_{G_{A}+}$</td>
<td>0.755415</td>
</tr>
<tr>
<td></td>
<td>$k_{G_{A}}$</td>
<td>0.385908</td>
</tr>
<tr>
<td></td>
<td>$P_{G_{A}}$</td>
<td>0.7</td>
</tr>
<tr>
<td>GABA_B</td>
<td>$\theta_{G_{B}+}$</td>
<td>0.795471</td>
</tr>
<tr>
<td></td>
<td>$k_{G_{B}}$</td>
<td>0.110321</td>
</tr>
<tr>
<td>Inhibitory Rate</td>
<td>$f_G$</td>
<td>0.01</td>
</tr>
</tbody>
</table>

We can conclude that through setting suitable parameters using the NRDP algorithm, we can achieve the same performance as using the STDP algorithm. Additionally, the NeuCube-NRDP can be used to study how the spiking activity of the SNNc is affected by neuroreceptors modulation. This allows to study how changes in neuroreceptors activity can modulate synaptic plasticity during cognitive processes.

In the next experiments, additional parameters of the NeuCube-NRDP were optimised by a grid search algorithm that evaluated the model based on the best classification accuracy result. The resulting best parameters were set as follows: the threshold value for encoding algorithm was set at 22.518; the small-world connectivity probability parameter $p$ was set at 0.075; the spiking neurons threshold of firing $\Theta$, the refractory time $r$ and the potential leak rate $\ell$ of the LIF neuron model were set at 0.306, 5 ms and 0.02 respectively; finally, the variables $\text{mod}$ and $\text{drift}$ of the deSNN classifier were set at 0.4 and 0.25 respectively.

After the optimisation procedure, we retained the best NeuCube-NRDP model. The initial connectivity of this model was retained and used to perform the final experiments. We validated the results applying the Monte Carlo cross validation after 30 runs using 50% of the data randomly selected for training and the remaining 50% for testing. We also performed two more experiments increasing the parameter $\theta_{A+}$ (defining the maximum value for the AMPAR) by 10% and decreasing it by 10%. With the latter experiments, we demonstrated the ability of the NeuCube-NRDP to model the effect of neuroreceptors on the connectivity of the learned SNN model from EEG data, therefore to offer some meaningful interpretations of the model in terms of brain learning and memory functions.

D. Results and Discussion

The NeuCube-NRDP architecture allowed us to analyse both the data and the brain-like processes that generated it, including the changes of its functionality across different conditions and groups of subjects. When we modified the
Fig. 1: A general NeuCube-NRDP architecture.

Fig. 2: Spike trains generated after stimulating a recurrent spiking neural network with a periodic burst of spikes, and using the STDP or NRDP learning rules.

level of glutamate and GABA receptors, we could observe how the neuroreceptors affected the spiking activity and the connectivity of the SNNc, and therefore the classification results.

1) Classification: In Table II, we report the classification accuracy results obtained by using the optimised parameter values and the modified $\theta_{A+}$ values.

TABLE II: Classification accuracy. The results are presented as classification accuracy percentage for class 1 (resting), class 2 (memory), and overall.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Class 1</th>
<th>Class 2</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimised</td>
<td>91%</td>
<td>64%</td>
<td>77%</td>
</tr>
<tr>
<td>Increase in $\theta_{A+}$ + 10%</td>
<td>36%</td>
<td>73%</td>
<td>55%</td>
</tr>
<tr>
<td>Decrease in $\theta_{A+}$ − 10%</td>
<td>73%</td>
<td>36%</td>
<td>55%</td>
</tr>
</tbody>
</table>

We observe that optimised parameter values resulted in a good classification accuracy of 77% overall. Considering the short training period, the noisy nature of the data, its rather informal collection method, and the technical limitations of the EEG recording device, this result is satisfactory. Thus, the NRDP algorithm demonstrated its ability to properly distinguish between the resting and the memory tasks. However, modifying the maximum value of the AMPAR expression $\theta_{A+}$ parameter affects the classification accuracy by both class and overall. After increasing $\theta_{A+}$ value by 10% the classification accuracy for class 1 (the resting state) considerably decreased. We assume that the increment of the threshold would prevent subjects to get into a resting state. In contrast, decreasing the $\theta_{A+}$ value by 10% makes the samples belonging to class 2 (the memory task) difficult to classify. A simple explanation is that a decrease in the threshold does not support memory activity.

2) Analysis of the Connectivity of the SNNc in NeuCube-NRDP: By visualising the connectivity of the training SNNc models in the experiment above (see Table II), we can study how time-series EEG data is learned during unsupervised training, and to possibly extract new knowledge from it. We aim to understand how spiking activity and connectivity evolve during learning, for each of the two classes. Figure 4-5 shows the learning connectivity in 3D SNNc along with the corresponding 12 brain functional areas. Yellow-green denotes the temporal lobe; pink, the parietal lobe; light-blue, the frontal lobe; red, the fronto-temporal space; light-yellow, the posterior lobe; orange, the occipital lobe; green, the anterior lobe; blue, the sub-lobar region; grey, the limbic lobe; purple, the pons; blue-green, the midbrain; and brown, the medulla. Also, the 14 input neurons are highlighted and labeled in yellow according to their corresponding EEG channels. In figure, blue lines indicate the excitatory synapses and red lines the inhibitory synapses; the thickness of these lines indicates the strength of the activity between neurons.

We observe that modifying the threshold of the maximum value of AMPAR caused the SNNc to evolve different connectivity for both classes across the brain regions. In Fig. 3, we show the connectivity when the NeuCube was trained with optimised parameter settings. We observe that there is a significant difference between the SNNc con-
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Fig. 3: NeuCube-NRDP connectivity obtained using optimised NRDP parameters. The figure shows the SNNc trained with the EEG data recorded during either the resting task (class 1), or the memory task (class 2). The figures show the SNNc connectivity, both in a 3D and in a 2D view, together with the corresponding 12 brain functional areas. Connections in blue color are excitatory and in red - inhibitory.

Fig. 4: NeuCube-NRDP connectivity obtained using optimised NRDP parameters with 10% higher AMPAR activation threshold $\theta_{A+}$. The figure shows the SNNc trained with the EEG data recorded during either the resting task (class 1), or the memory task (class 2). The figures show the SNNc connectivity, both in a 3D and in a 2D view, together with the corresponding 12 brain functional areas. Connections in blue color are excitatory and in red - inhibitory.

On the other hand, decreasing the AMPAR threshold by 10% of its initial value (Fig. 5), resulted in increased inhibitory connections around the input neurons in the resting task data; and for excitatory connections to be generated by the fronto-temporal (right) area. The memory task data generated remarkably increased inhibitory connections in the occipital area. Thus, it is the increased activity of GABAergic synapses that affects the classification results; as inhibitory activity prevails over excitatory affecting the normal neural equilibrium. However, cognitive functions and neural synchronisation are also mediated by GABA transmission, which is important for the correct evolution of the neural process [55].

V. CONCLUSION AND FUTURE WORK

In this study, computational modelling of EEG data was achieved by implementing a proposed NRDP learning rule in the NeuCube architecture. Using this system, EEG and other brain data could be used to study the impact of neuromodulator activity on the post-synaptic potential of the neurons that form the SNNc. Importantly, the evolved connectivity and spiking activity learned could be further interpreted and new knowledge about functional brain conditions could be revealed.

In addition, future research could cover:

- Apply the extended model to test its ability to predict not only between resting and memory states, but also subjects...
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This approach has been taken by several researchers, who have demonstrated that modelling even just a single gene [20] or constructing a GRN [20] contributes to the optimisation of the results and to a better understanding of the phenomena of study. In [20] and [19] a neurogenetic model of a neuron is proposed and studied. The model utilises information about how the main neuroreceptors, and the genes that affect their expression related to the spiking activity of a neuron in terms of fast excitation, fast inhibition, slow excitation and slow inhibition. This model can be also optimised using a gene/protein regulatory network, controlling the dynamic interactions between genes and proteins over time, which affect the post-synaptic potential of the neurons in the SNNc.

The NeuCube-NRDP model proposed here could be extended by adding genetic information, related to NMDAR in particular, in terms of a GRN. NMDAR plays a pivotal role in memory plasticity [38], [39] and it is well known that people affected by AD suffer from cognitive decline and disorientation as first symptoms [39]. In the human brain, the information transmitted by neurons is processed and consolidated in the hippocampus from short-term memory to long-term memory; hence this is one of the first regions to suffer damage as AD advances. The human brain has two hippocampi, which are part of the limbic system and located in the medial temporal lobes. One of the processes associated with the development of AD is the constant activation of the NMDAR. This event is thought to lead to an abnormal over-activity during neural processes [41] leading to cellular dysfunction and neural death over a period of time [46]. Moreover, these processes and related mechanisms are known to contribute to the effects of amyloid-beta, which is the major component of senile plaques, one of the typical features of AD formation and degeneration [56], [32], [41].

It is important to outline that NMDAR is a channel with a quaternary-structure (i.e. a three-dimensional or spatial structure of different proteins). Each of these proteins is encoded by a different gene [57]. The synthesis of this neuroreceptor is only possible due to the simultaneous expression of these genes, as they are responsible for each unit that forms the macromolecule. To construct a GRN for the NMDAR, genes GRIN1, GRIN2A, GRIN2B, GRIN3A and GRIN3B could be used; since, in humans, the NMDAR principal sub-unit is NR1 (encoded by GRIN1 gene) [58]; NR2A and NR2B (encoded by GRIN2A and GRIN2B gene respectively) are found in glutamergic synapses [32]; NR3A (encoded by GRIN3A gene) has been found in embryonic brain tissue and together with NR3B (gene GRIN3B) it has an inhibitory influence in NMDAR expression [59].

The NRDP model proposed here, implemented in the NeuCube architecture, constitutes only a preliminary step towards further development of new neurogenetic computational models, representing more closely biological neural networks in order to allow for a better understanding of brain cognition.
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