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The performance of a brain-computer interface (BCI) will generally improve by increasing the volume of training data on which it is trained. However, a classifier’s generalization ability is often negatively affected when highly non-stationary data are collected across both sessions and subjects. The aim of this work is to reduce the long calibration time in BCI systems by proposing a transfer learning model which can be used for evaluating unseen single trials for a subject without the need for training session data. A method is proposed which combines a generalization of the previously proposed subject-specific ‘multivariate empirical mode decomposition’ preprocessing technique by taking a fixed band of 8-30 Hz for all four motor imagery tasks, and a novel classification model which exploits the structure of tangent space features drawn from the Riemannian geometry framework, that is shared among the training data of multiple sessions and subjects. Results demonstrate comparable performance improvement across multiple subjects without subject-specific calibration, when compared with other state-of-the-art techniques.

Keywords: Motor imagery; brain-computer interface (BCI); tangent space, covariance matrix, multivariate empirical mode decomposition (MEMD), subject-specific multivariate empirical mode decomposition based filtering (SS-MEMDBF).

1. Introduction
The brain-computer interface (BCI) is gaining popularity due to its applicability to a number of diverse fields ranging from medicine to gaming. BCI not only allows an alternative control mechanism for healthy users but can also allow those with a disor-
On the other hand, the means for communication or control.1–5

Vidal6 first introduced the term BCI in 1973 before a follow up study by the same author in 1977 demonstrated on-screen cursor control using the visual evoked potential phenomenon. It wasn’t until 1988 that Farwell and Donchin utilised the P300 event-related potential to successfully spell a word. In the same year, Bozinovska et al.7,8 were able to control a buzzer using their Contingent Negative Variation (CNV) potential, whilst Bozinovski et al.9 were able to demonstrate robotic control using changes in the alpha frequency band for the very first time. More details about the early works carried out in BCI can be found in Bozinovski and Bozinovska.10

The field of Artificial Intelligence (AI) has seen a resurgence in recent years along with its subfields of machine learning and artificial neural networks11–13 with an increasing body of literature appearing on deep networks.14 Techniques such as these and others used for neural modelling15,16 attempt to mimic cortical processes and have uses not only in neuroscience but also in engineering17 and computer science. A BCI is complex device and often utilises techniques from many of these fields along with the collective expertise of physicians, psychologists, hardware, and software engineers to produce a system which is sufficiently accurate and fast as to be practical.

Although the field of BCI can generally be subdivided into those which focus on endogenous and those on exogenous methods,18 this paper focuses on the former principle of imagined movement, i.e. motor imagery (MI) BCI.19 A perennial problem in MI based BCI, is the length of time it typically takes to train a machine learning model to classify modulations in a user’s brainwaves. Additionally, it is generally accepted that just because one classifier produces a high accuracy for one participant, this does not necessarily mean that it will do so in another, or even for that matter, on the same participant on a different day. In other words, there is rarely a one-size-fits-all solution in machine learning, or at least it has yet to be discovered.

Initially in MI BCI, subjects had to adapt to a classifier with invariant parameters, and although early studies demonstrated some level of success using this approach, it would often take an impractically long time to train the user. For instance, Bozinovska et al. (1990, 1992),20,21 in their closed-loop paradigm using the contingent negative variation (CNV) phenomena, were able to exploit the expectation process to effect a change.

These attempts, though largely successful, required a classifier to be retrained before each testing period adding further unnecessary delay. One method was to train on all previous sessions data, which has the side-effect of being drawn from differing probability distributions, leading to a significant estimation bias.22 A modern approach to this problem is to find a pattern or shared structure in the differences in these data taken both from different sessions and often from different subjects.23

Bozinovska et al.20,21 used a stimulus based closed-loop CNV paradigm which needed no initial training and is a good example of a zero-training BCI. Common spatial patterns (CSP), which frequently appear in the literature, utilise covariance matrices as a feature space, as do studies based on Riemannian geometry which however, appear much less often. In the past, researchers have applied several different transfer learning methods in conjunction with CSP. In a move towards the coveted “zero training BCI”, Krauledat et al.24 developed an online system which demonstrated that performance did not suffer even in the absence of a calibration session, due to the application of spatial filters generated from previous session data, which generalise better than those obtained from a single session.

Similarly, others25 have also demonstrated their zero training subject-independent system by using a general classifier trained on a large dataset taken from forty-five subjects. By using subject-specific spatial and temporal filters, Fazli et al.25 allowed new BCI users immediate control in real time with only a slight drop in performance. Others have performed regularisation of spatial filters26,27 to achieve effective subject-to-subject transfer, whilst more recently, researchers have turned their attention to Riemannian geometry28–30 as a tool to achieve the same ends. The non-stationarity inherent in electroencephalogram (EEG)/magnetoencephalography (MEG) signals is another significant problem in BCI and is often exhibited in inter-session transfers. Also known as a covariate shift, this can cause classifier performance to deteriorate over time. As both EEG and MEG are often recorded using multiple channels over multiple trials, this can lead to a high dimensionality further impacting on classification ac-
Tangent Space based Transfer Learning Classification Model for a Binary Motor Imagery based Brain-Computer Interface

Accuracy. Sugiyama et al.\textsuperscript{31} use covariate shift adaptation in conjunction with an importance weighted cross-validation method to address the inherent biasness of traditional model selection techniques. Others such as Satti et al.,\textsuperscript{32} have also used similar methods by applying a covariate shift minimization technique to variances in CSP filtered channels. These techniques often rely on the relabelling of offline data as does the similar process of employing boosting-based learning algorithms as seen in Dai et al.\textsuperscript{33} EEGNet\textsuperscript{34} was also proposed recently as a type of compact convolutional neural network for EEG-based brain-computer interfaces which works well, even when limited training samples are available.

Transfer learning is the process of applying the knowledge gained from one task, to another related activity. The first discussion of transfer learning in machine learning was by Bozinovski.\textsuperscript{35} BCI research is primarily concerned with the challenge of gleaning useful information from a recorded dataset through the identification of some invariant feature(s), often referred to as domain adaptation.\textsuperscript{36} It consists of first finding a domain-independent structure (a domain-independent model, feature set, or set of rules) and then adapting it to the new domain of interest. An alternative approach, is to discover some structure in the rules for classification between different sessions or subjects, sometimes referred to as rule adaptation.\textsuperscript{23}

This work describes a novel BCI classification technique which exploits the structure of tangent space features drawn from the Riemannian geometry framework which is shared among the training data of multiple sessions and subjects. This is done by proposing a classification model which can be used for evaluating unseen single EEG MI trials from the remaining ninth subject, while applying the LOSO-CV procedure.

The overall aim of this work is to reduce the long calibration time in BCI systems by proposing a model which can be used for evaluating unseen EEG MI single trials for a subject with no training session data. Therefore, the following objectives are proposed:

1. To study the subject-to-subject non-stationarity present in the EEG signals;
2. To present the results in terms of classification accuracy when single trials are classified.

2. Dataset

The publicly available BCI competition IV dataset \textsuperscript{2A}\textsuperscript{37} is used for this study. The dataset contains EEG signals from twenty-two EEG channels and three EOG channels with left mastoid used as a reference. Four MI tasks: right hand, left hand, foot, and tongue movements were performed in this dataset. The dataset contains data from nine healthy subjects with each subject having two sessions: one for training, and one for testing. Each session contains 288 trials of MI data with 72 trials for each MI task. The EEG signals contained in this dataset were originally sampled at 250 Hz and then band-passed between 0.5 Hz and 100 Hz. Additionally, a 50 Hz notch filter was applied to remove power-line noise. The selection of time-interval in a single trial period plays an important role in MI classification.

A 2 sec data window, between 0.5 sec and 2.5 sec (Figure 1), is taken after the onset of the visual cue in the training stage, as used by the competition winner.\textsuperscript{38} Further details about the BCI competition IV dataset 2A can be obtained from.\textsuperscript{37} All twenty-two channels have been considered in this study as shown in Figure 2.

Table 1 shows the number of correct trials (CT) and rejected trials (RT) from all subjects as marked by event 1023 in the evaluation session\textsuperscript{37} which denotes trials containing artefacts. Subject A02 has the least number of the rejected trials. The RT corresponding to each MI tasks are as follow: left hand (LH): 1 trial, right hand (RH): 1 trial, foot: 3 trials and tongue: 0 trials, respectively.
This gives a total of 5 trials rejected for subject A02 in the evaluation session and similarly Table 1 lists rejected trials for all other subjects.

Table 1. Subject wise breakdown of correct and rejected trials.

<table>
<thead>
<tr>
<th>Subject</th>
<th>Total</th>
<th>Number of trials</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A01</td>
<td>288</td>
<td>251 7 1 2 3 1</td>
</tr>
<tr>
<td>A02</td>
<td>288</td>
<td>283 5 1 1 3 0</td>
</tr>
<tr>
<td>A03</td>
<td>288</td>
<td>273 15 5 2 4 4</td>
</tr>
<tr>
<td>A04</td>
<td>288</td>
<td>228 60 13 15 13 19</td>
</tr>
<tr>
<td>A05</td>
<td>288</td>
<td>276 12 2 7 0 3</td>
</tr>
<tr>
<td>A06</td>
<td>288</td>
<td>215 73 19 17 18 19</td>
</tr>
<tr>
<td>A07</td>
<td>288</td>
<td>277 11 1 3 1 6</td>
</tr>
<tr>
<td>A08</td>
<td>288</td>
<td>271 17 6 4 3 4</td>
</tr>
<tr>
<td>A09</td>
<td>288</td>
<td>264 24 7 7 3 7</td>
</tr>
</tbody>
</table>

3. Methods

Motion intentions are classes in an MI BCI. Other BCI tasks may classify into "switch motor", "letter A", "disable buzzer etc. One of the tasks in a BCI is to classify motion intentions into one of two classes. However, the recorded EEG signals are highly subject-specific, sensitive to noise, and have inherent non-stationarities due to changes in the signal properties not only over time, but also within the session as well as across sessions. They may require a long training time, which limits the use of BCI in both patients and healthy individuals. Some BCI paradigms typically require the collection of numerous trials for machine learning techniques to be effective. Hence, this work presents a novel 'tangent space-based transfer learning' (TS-TL) method to improve classification performance. This classification technique exploits the shared structure in the tangent space features among the training data of multiple sessions and subjects, instead of simply combining the training data as in previous studies. Whereas previous work by Gaur et al., described in the following section, demonstrates the effectiveness of a novel 'subject specific multivariate empirical mode decomposition' (SS-MEMD) based filtering method in the preprocessing stage (Figure 3), the current work, although utilising SS-MEMD, focuses instead on the application of the novel TS-TL...
method at the classification stage. Please refer to Figure 4 for an overview of the proposed method.

The enhanced EEG signals from all twenty-two channels have been used to extract the sample covariance matrix as a feature set which contains \( n(n + 1)/2 \) features where \( n \) denotes the number of channels. Here, in this study, the number of channels are twenty-two, so the features obtained from the enhanced EEG signals are 253.

### 3.1. Multivariate Empirical Mode Decomposition

EEG signals tend to have a poor signal-to-noise (SNR) ratio and suffer from interference from both external sources, such as power lines, and physiological sources such as electrooculography (EOG) and electromyography (EMG). The EEG signals of interest corresponding to a particular movement (such as \( \mu \) and \( \beta \) rhythms in the case of motor imagery) are often obscured by these noise and interference sources leading to erroneous results. Therefore, a preprocessing technique is required to filter this noise without weakening the original signal. In 1998, Huang et al. proposed empirical mode decomposition (EMD)\(^{41}\) which decomposes the original signal into a finite group of band-limited basis functions which are known as intrinsic mode functions (IMFs). Based on this EMD approach, the original signal can be represented in terms of IMFs and a residual as follows:

\[
Z(t) = \sum_{k=1}^{p} I_k(t) + R_{sp}(t) \tag{1}
\]

where \( Z(t) \) denotes the recorded EEG signal in the time domain, \( I_k(t) \) represents the \( k^{th} \) IMF, and \( R_{sp}(t) \) gives the residual. Thus, a summation of the selected IMFs can be used to reconstruct the signal of interest.\(^{43}\) The remaining IMFs are then discarded which may contain artefacts and noise. However, univariate EMD suffers from what is known as a ‘mode mixing’ issue.\(^{42}\) To overcome this issue, another research group proposed an extension to EMD which they call ensemble empirical mode decomposition (EEMD).\(^{44}\) Unfortunately, this is also unsuitable for real-time implementations as it adds white noise to all channels making this method time-consuming. Additionally, a multichannel version of the EMD method has been proposed which utilizes cross-channel information called multivariate empirical mode decomposition (MEMD).\(^{45-48}\) The mean \( A(t) \) is computed through multivariate envelope curves, given as:\(^{49}\)

\[
A(t) = \frac{1}{p} \sum_{j=1}^{p} e^{\eta_j}(t) \tag{2}
\]

where \( j \) gives the length of vectors. \( e^{\eta_j}(t) \) denotes the multivariate envelope curves for the entire set of direction vectors. More details can be obtained from.\(^{45}\) Further, the candidate IMF \( Rd(t) \) is computed as \( Rd(t) = Z(t) - A(t) \). If the candidate IMF satisfies the stoppage criterion, then it becomes the multichannel IMF. Otherwise, the input \( Z(t) \) is set equal to the remainder \( Rd(t) \) and the complete process will be repeated again until the remaining multivariate IMFs (MIMFs) have been extracted. All of the MIMFs must satisfy two criteria: 1) the number of maxima and minima should be zero or differ by one, 2) the mean value of the envelope defined by the local maxima and local minima should be zero at any point. For more details please refer to.\(^{45}\) Recently, Gaur et al.\(^{50}\) proposed a method for automatic selection of MIMFs with reduced number of channels (FC1, C1, CP1, FCz, Cz, FC3, C3, CP3, FC2, FC4, C4, CP4, C2, CP2, and CPz) to enhance the performance of MI based BCI.

To get a better insight of the MEMD decomposition of EEG signals, a trial of each MI task is considered to decompose the EEG signal of three channels FC3, CP1, and POz simultaneously of the provided twenty-two channels. In the final analysis, all of the twenty-two channels were considered. The feet, tongue, left hand, and right hand MI EEG signals were decomposed using this MEMD method. The decomposition mechanism of the left hand MI task is shown in Figure 5 decomposed using single trials from subject A01T.

In this work, an MEMD filtering of fixed band 8-30 Hz is used to enhance the EEG signals in the preprocessing step for all motor imagery tasks. This filtering process helps to filter the \( \mu \) and \( \beta \) bands by retaining the IMFs which contributes to them and by discarding the remaining IMFs. The discarded IMFs contain high and low frequency components > 30 Hz and < 8 Hz, artefacts, and noise. The selection criterion used to select the IMFs is to compute the mean frequency of all the obtained IMFs and retain the IMFs whose mean frequency falls between 8-30

---

\(^{41}\) Huang et al. proposed empirical mode decomposition (EMD).

\(^{42}\) To overcome this issue, another research group proposed an extension to EMD which they call ensemble empirical mode decomposition (EEMD).

\(^{43}\) The mean \( A(t) \) is computed through multivariate envelope curves.

\(^{44}\) Unfortunately, this is also unsuitable for real-time implementations.

\(^{45}\) The candidate IMF \( Rd(t) \) is computed as \( Rd(t) = Z(t) - A(t) \).

\(^{46}\) If the candidate IMF satisfies the stoppage criterion, then it becomes the multichannel IMF.

\(^{47}\) Otherwise, the input \( Z(t) \) is set equal to the remainder \( Rd(t) \).

\(^{48}\) The complete process will be repeated again until the remaining multivariate IMFs (MIMFs) have been extracted.

\(^{49}\) All of the MIMFs must satisfy two criteria: 1) the number of maxima and minima should be zero or differ by one, 2) the mean value of the envelope defined by the local maxima and local minima should be zero at any point.

\(^{50}\) Gaur et al. proposed a method for automatic selection of MIMFs with reduced number of channels.
Figure 3. Overview of our previous work showing Subject-Specific Multivariate Empirical Mode Decomposition (SS-MEMD) preprocessing stage before extracting features using covariance matrix computation.

Figure 4. Block diagram of the proposed methodology.

Hz. The mathematical expression of mean frequency is denoted as:

$$MeanF_{IMF} = \frac{\sum_{j=1}^{n} P_j f_j}{\sum_{j=1}^{n} P_j}$$  \hspace{1cm} (3)

where $n$ denotes the length of the frequency bin, and $P_j$ gives the power spectrum at the frequency bin $i$, whereas $f_j$ represents the frequency value at the frequency bin $i$. The obtained IMFs satisfying the above criteria were summed to obtain the enhanced EEG signal. Whereas in Gaur et al.40 a subject specific mean frequency range is identified, the current work takes a fixed band of 8-30 Hz for all subjects and MI tasks, as is more common in the literature in
an attempt to maintain consistency.\textsuperscript{26,38}

As the MI task begins at 2 seconds, the covariance matrix feature is computed for the EEG signals between 2.5 and 4.5 seconds. In this study, the mean frequency measure is also calculated to identify the MIMFs corresponding to the right hand, left hand, both feet, and tongue MI tasks.

4. Proposed model: Tangent Space Based Transfer Learning (TS-TL) classification model

As mentioned previously, although not affecting all systems, one problem in BCI is the long calibration time needed where subjects are involved firstly in a training session, followed by an evaluation session. This work aims to address this issue by proposing a novel classification model which can be used for evaluating unseen single trials for a subject without any previously recorded training session data.

The training sessions from multiple subjects are indexed as $s = \{1, \ldots, S\}$ and have $n_{s}^{tr}$ trials, $Z_{s} = \{(x_{s}^{i}, y_{s}^{i})\}_{i=1}^{n_{s}^{tr}}$. The tangent space concept in the Riemannian geometry framework and the logarithmic mapping gives the inverse mapping which is defined as,

$$\text{Log}_{c}(Q_{i}) = P_{i} = ||\text{lower}\{Q^{1/2}\text{log}(Q^{-1/2}Q_{i}Q^{-1/2})Q^{1/2}\}||$$  \hspace{1cm} (4)

where $Q$ denotes the $r \times r$ symmetric positive definite matrices. $P_{i}$ is defined as the derivative at $t = 0$ of the geodesic distance between exponential mapping $Q_{i}(= \text{Exp}_{P_{i}}(P_{i}))$ and $Q$. $P_{i}$ denotes a tangent vector at $Q$ in the TS. See Figure 6 for more information and refer to\textsuperscript{40,51} for detailed explanation.

These features are derived from the tangent space and named as tangent space features. Only $n(n+1)/2$ are considered by taking the lower triangular matrix of the provided $n \times n$ features as given in eq. (5).

$$F = \begin{bmatrix}
x_{11} & x_{12} & x_{13} & \ldots & x_{1n} \\
x_{21} & x_{22} & x_{23} & \ldots & x_{2n} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
x_{n1} & x_{n2} & x_{ij} & \ldots & x_{nn}
\end{bmatrix}$$  \hspace{1cm} (5)

Figure 5. The EEG signals of channels FC3, CP1, and POz and their corresponding MIMFs of Subject A01T for left hand MI task.
where, \( x_{ij} \) denotes the tangent space feature extracted between channel \( i \) and channel \( j \) in the feature matrix \( F \) for each trial and \( x_{i}^{s} \in \mathbb{R}^{d} \) denotes the features derived from the EEG signals of the training session for subject \( s \) during trial \( i \), with \( d \) denoting the number of features selected from the feature matrix \( F \). Since the sample covariance matrices (SCM) are symmetric, the lower triangular matrix is considered for this study giving a total of \( d = n(n + 1)/2 \) features. The \( x_{i}^{s} \) consists of tangent space features computed at different scalp locations. Variable \( y_{i}^{s} \) denotes the label of either ‘left’ or ‘right’ hand imagination, in trial \( i \) for session \( s \). This approach is applicable for solving two-class classification problems. Here, it is solved as a linear regression problem with \( y_{i}^{s} \in \{+1,-1\} \) for all \( i \) and \( s \). Based on this assumption, the model is linear with a noise term \( \nu \), the linear function model is denoted by:

\[
y_{i}^{s} = w_{s}^{T}x_{i}^{s} + \nu
\]  

(6)

related to the subject/training session \( s \). Here, a linear classifier is used for each subject \( s \) with features \( x_{i}^{s} \) and weights \( w_{s} \). The parameters \( w_{s} \) shows the weights assigned to the individual features which are further used to evaluate the class label for unseen trials in the evaluation session of a new subject \( s \). Given a new EEG signal \( x \) for subject/evaluation session \( s \), the class label is evaluated by:

\[
\hat{y}_{i}^{s+1} = w_{s}^{T}x_{i}^{s}
\]  

(7)

where, \( \hat{y}_{i}^{s+1} \) denotes the class assigned to unseen trials. Each subject/training session has a shared structure \((\Sigma, \mu)\) that represents the invariant properties for class prediction. To be specific, \((\Sigma, \mu)\) represents the covariance and mean vectors of features respectively. The divergence of the training session model from the shared structure of each subject \(||w_{s} - \mu||\) gives the session specific properties of the class prediction.\(^{36}\) This shared structure is unknown, thus the main goal is to find the shared structure across all the subjects. This is achieved by combining the optimization problem as:

\[
\text{min} \; LF(K, \Sigma, \mu; Z, \theta) = \min_{K, \Sigma, \theta} \frac{1}{s} \sum_{i=1}^{s} ||X_{i}w_{s} - y_{i}||^{2} + \sum_{i=1}^{s} \Psi(w_{s} ; \Sigma, \mu) 
\]

(8)

where, \( LF \) denotes the least square loss function with \( N(0, \sigma_{2}) \). The estimated label is expected to be normally distributed with mean zero and variance \( \sigma_{2} \). In this work the \( \sigma_{2} \) symbol is replaced with the \( \theta \) symbol. The input matrix for each subject training data in matrix form is defined as \( X_{s} = [x_{1}^{sT}, ..., x_{n}^{sT}]^{T} \). Here \( nT \) denotes the transpose of the matrix, \( K = [w_{1}, ..., w_{s}]^{T} \), and \( Z = \{Z_{s}\}_{s=1}^{S} \). It is a common phenomenon that models trained without cross-validation may over-fit and lead to poor generalization of unseen evaluation data. So \( \Psi \) is used as a regularization term to handle overfitting.

Equation 8 has two parts. The first part is the summation of the losses from each session. All the sessions fit well is ensured by minimizing it. The second part of the equation 8 is solved using minimization with respect to \( K \) and \( (\Sigma, \mu) \) in an iterative manner by alternatively holding \( K \) and \( (\Sigma, \mu) \) constant. Now, the optimization over \( w_{s} \) for fixed \( \Sigma \) and \( \mu \) is computed for all subjects/ training session data and

![Figure 6. The tangent space (TS) at point Q. \( P_{i} \) gives a tangent vector at Q.](image)
hence it is optimized independently. The new $w_s$ is obtained in each iteration by computing the derivative with respect to $w_s$ for all subjects $s$ and then, equating it to 0. For each $w_s$, the closed form update is given by:

$$w_s = \left(\frac{1}{\beta}X^TX_s + \mu^{-1}\right)^{-1}\left(\frac{1}{\beta}X^T y_s + \mu^{-1}\Sigma\right)$$  (9)

The $w_s$ is computed iteratively by solving the above optimization problem. $w_s$ refers to the weights of the linear regression problem for a single MI task. The structure shared across multiple subjects’ training data is computed using multi-task BCI. The algorithm steps are as follow:

1. Input: $Z, \theta$
2. Set : $\{\{(\Sigma, \mu)\}\} = \{1, 0\}$
3. Repeat
   (4) Update $w_s = \left(\frac{1}{\beta}X^T y_s + \mu^{-1}\Sigma\right)$
   (5) Update $\Sigma$ using $\Sigma = \frac{\Sigma}{T\left(\Sigma \left(\mu - \mu\right)\right)^T} + \varepsilon I$
   (6) Update $\mu$ using $\mu = \frac{1}{T} \sum_{s=1}^{S} w_s$
   (7) Until converge
   (8) Output : $\{\{(\Sigma, \mu)\}\}$

$\varepsilon$ denotes a small number used for diagonal loading and I represents the identity matrix. The aforementioned algorithm is used for computing the shared structure and $w_s$ across training sessions using leave-one-subject-out-cross-validation (LOSO-CV) for all subjects. More details about different variations of the optimization problem used to compute $w_s$ can be obtained in the literature.36,52

5. Results and discussion

In the evaluation session, the tangent space feature is computed on all unknown test trials of the corresponding evaluation session A05E on a trial-by-trial basis identified by LOSO-CV, where $S$ represents the subject number and $E$ represents the evaluation session number. These features are classified using the proposed method and assigned a particular class. Currently, the proposed method can be applied to motion intentions into two class problems. In this dataset, there are four MI tasks, it gives a total of six combinations of two-class classification problems which are as follows: left vs. right (LvR), left vs. foot (LfF), left vs. tongue (LvT), right vs. foot (RvF), right vs. tongue (RvT), and foot vs. tongue (FvT). The classification accuracy is calculated for all nine subjects for each evaluation session.

Table 2 reports the LOSO-CV results obtained in terms of classification accuracy using a one vs. one scheme when studied on BCI competition IV dataset 2A. The LvR MI task provided an average of 75.52% group accuracy across all nine subjects whereas the LfF MI task gives an average of 77.77% group classification accuracy for nine subjects. The LvT MI task demonstrates a maximum group classification accuracy of 83.63% when compared with all other MI tasks for all nine subjects. The RvF MI task gives an average of 81.73% group accuracy whereas the RvT MI task reported an average of 80.99% group classification accuracy for all nine subjects. The FvT MI task resulted in the lowest group classification accuracy of 71.07% when compared with all other MI tasks. It should be noted that although an increase in the number of participants would lead to a more statistically significant result, this restriction is due to the nature of the dataset used being BCI Competition IV Dataset IIa.

Table 3 compares the classification accuracy of the proposed method against competing comparable methods available in the literature. Std denotes standard deviation in Table 3.

Method 1 (M1) displays results from the evaluation session from previously published work by Gaur et al.41 which uses a subject-specific MEMD based filtering method (SS-MEMDBF) for preprocessing and implements a Riemannian geometry framework.
devised separately for each subject for classification. In M1, for each subject, a subject-specific filtering range is identified in the training session before a classification model is created and used to classify each unseen single trial of the evaluation session. The proposed method uses a generalised 8-30 Hz frequency band to cover the mu and beta bands, and the LOSO-CV mechanism to build the classification model before classifying unseen single trials from the evaluation session not used in the LOSO-CV procedure. The average classification accuracy of the proposed method (TS-TL) \((75.52\pm14.39)\) is comparable to method M1 \((79.93\pm14.99)\). Two of the nine subjects show a slight improvement of \(>1\%)\) when classified using the proposed method whilst five are within 3% of the results presented in M1.

**Table 3. Classification accuracy (%) for a left versus right motor imagery task when compared with other published works on BCI competition IV dataset 2A.**

<table>
<thead>
<tr>
<th>Subject</th>
<th>Proposed method</th>
<th>M1</th>
<th>M2</th>
<th>M3</th>
<th>FBCSP</th>
</tr>
</thead>
<tbody>
<tr>
<td>A01</td>
<td>88.65</td>
<td>91.49</td>
<td>88.89</td>
<td>90.28</td>
<td>84.4</td>
</tr>
<tr>
<td>A02</td>
<td>61.27</td>
<td>60.56</td>
<td>51.39</td>
<td>57.64</td>
<td>57.04</td>
</tr>
<tr>
<td>A03</td>
<td>91.24</td>
<td>94.16</td>
<td>96.53</td>
<td>95.14</td>
<td>97.08</td>
</tr>
<tr>
<td>A04</td>
<td>74.14</td>
<td>76.72</td>
<td>70.14</td>
<td>65.97</td>
<td>64.66</td>
</tr>
<tr>
<td>A05</td>
<td>57.04</td>
<td>58.52</td>
<td>54.86</td>
<td>61.11</td>
<td>69.63</td>
</tr>
<tr>
<td>A06</td>
<td>69.44</td>
<td>68.52</td>
<td>71.53</td>
<td>65.28</td>
<td>62.96</td>
</tr>
<tr>
<td>A07</td>
<td>60</td>
<td>78.57</td>
<td>81.25</td>
<td>61.11</td>
<td>77.14</td>
</tr>
<tr>
<td>A08</td>
<td>94.03</td>
<td>97.01</td>
<td>93.75</td>
<td>91.67</td>
<td>93.28</td>
</tr>
<tr>
<td>A09</td>
<td>83.85</td>
<td>93.85</td>
<td>93.75</td>
<td>86.11</td>
<td>92.31</td>
</tr>
<tr>
<td>Average</td>
<td>75.32</td>
<td>78.93</td>
<td>78.01</td>
<td>74.92</td>
<td>77.01</td>
</tr>
<tr>
<td>Std</td>
<td>14.39</td>
<td>14.99</td>
<td>17.01</td>
<td>15.43</td>
<td>14.82</td>
</tr>
</tbody>
</table>

Method 2 (M2)\(^{26}\) implements CSP on band-pass filtered EEG between 8 and 30 Hz before calculating the log variance from three pairs of filters for extraction of features and uses linear discriminant analysis (LDA)\(^{26}\) for a binary classification problem. One subject shows an improvement of almost 10% whilst three others show varying levels of improvement.

Method 3 (M3)\(^{53}\) again implements CSP and uses detection of the covariate shift and adaptive learning. The proposed method outperforms M3 by \(>0.5\%). Subject A04 has also improved by \(>8\%)\) with an additional three subjects showing an improvement of \(>3\%).

A filter bank common spatial pattern (FBCSP) technique implements filter bank CSP on EEG signals between 8 and 32 Hz taking a frequency band of 4 Hz. The frequency bands considered are 4-8, 8-12, 12-16, 16-20, 20-24, 24-28 and 28-32. Thereafter, the log variance from three pairs of filters for extraction of features is computed and uses linear discriminant analysis (LDA)\(^{26}\) for a binary classification problem. Four subjects show an improvement of almost 4% whilst one subject shows a slight improvement of less than 1%.

Although the results of this current study are presented here in comparison with other state-of-the-art methods, it is an unfair comparison. Results obtained using the TS-TL method are based on a different approach whereby a generalised model is created using the LOSO-CV mechanism described above. In other state-of-the-art methods, a subject specific classification model is first created using training session data before a subject specific classification model is used to classify evaluation data for the same subject. The results herein demonstrate that it is possible to create a generalised model and then further classify the unseen trials of a new subject’s evaluation data by using the proposed novel method.

Figs. 7, 8 and 9 display the difference between the classification accuracy computed using (1) SS-MEMDBF with the Riemannian geometry framework\(^{40}\) (M1 in Table 3), (2) FB-MEMDBF (filtered using a fixed frequency band of 8-30 Hz) with tangent space based transfer learning (TS-TL) and (3) FBCSP method obtained in the evaluation session for all of the six possible binary MI tasks. The performance improvement is demonstrated with bar graphs for all nine subjects.

Fig. 7(a) shows the classification accuracy comparison using SS-MEMDBF with the Riemannian geometry framework (M1), FB-MEMDBF with TS-TL and other state-of-the-art methods (M2, M3 and FBCSP) obtained in the evaluation session for the left hand and right hand MI tasks. With the proposed tangent space based transfer learning method, comparable results were achieved when compared with these other state-of-art methods. Although, the results obtained with SS-MEMDBF\(^{40}\) and the Riemannian geometry framework are impressive, a few of the subjects still perform badly. This may be due to the effect of non-stationarity, even after developing a subject specific classification model. Hence, there is a need to create a generalized model using transfer learning which may help to overcome this issue.
With the proposed method, a fixed band of 8-30 Hz is considered in the preprocessing step and the features were classified using a LOSO-CV mechanism demonstrating results comparable with other state-of-the-art methods. One of the nine subjects (A02) shows a slight improvement in classification accuracy when compared with all four of the competing methods.

The bar graph shown in Figure 7(b) displays the classification accuracy comparison using SS-MEMDBF with the Riemannian geometry framework, FBCSP method and FB-MEMDBF (8-30 Hz)
Figure 8. (a) The bar graph displays the classification accuracy comparison using SS-MEMDBF with Riemannian geometry framework, FBCSP and FB-MEMDBF (8-30 Hz) with TS-TL obtained in the evaluation session for (a) left hand and tongue MI task (b) right hand and tongue MI task.

with TS-TL obtained in the evaluation session for left hand and foot MI tasks. There is an improvement in classification accuracy for two of the nine subjects using the FB-MEMDBF (8-30 Hz) with TS-TL method when compared to SS-MEMDBF with the Riemannian geometry framework. Subjects A06 and A09 show an improvement in the evaluation session. A total of three subjects of the nine subjects have shown improvement in the classification accuracy when compared with FBCSP method. Subjects A05 and A06 show an improvement of >8% in the evaluation session.
Figure 9. (a) The bar graph displays the classification accuracy comparison using SS-MEMDBF with Riemannian geometry framework, FBCSP method and FB-MEMDBF (8-30 Hz) with TS-TL obtained in the evaluation session for (a) right hand and foot MI task (b) foot and tongue MI task.

Fig. 8(a) presents the classification accuracy when comparing SS-MEMDBF with the Riemannian geometry framework, FBCSP method and FB-MEMDBF (8-30 Hz) with TS-TL obtained in the evaluation session for the left hand and tongue MI tasks. Two of the nine subjects show improvement in classification accuracy using the FB-MEMDBF (8-30 Hz) with TS-TL. The difference between average classification accuracy of the two methods is within 1%. Subjects A05 and A08 show a maximum improvement of > 6%. A total of six of the nine subjects show improvement in the classification accuracy.
when compared to FBCSP method. Subjects A03, A05, A06 and A08 give an improvement of $>9\%$ in the evaluation session.

Fig. 8(b) shows the classification accuracy comparison using SS-MEMDBF with the Riemannian geometry framework, FB-MEMDBF (8-30 Hz) with TS-TL and FBCSP method obtained in the evaluation session for the right hand and tongue MI tasks. Two of the nine subjects show improvement in classification accuracy using the proposed method. The difference in average classification accuracy of the two methods is within 3%. Subjects A03 and A08 show an improvement of $>2\%$ and $>7\%$ when compared to SS-MEMDBF with the Riemannian geometry framework. Six of the nine subjects have improved in classification accuracy when compared to FBCSP. Subject A02 has shown maximum improvement of $>10\%$ whilst other four subjects have shown an improvement within $2\%$.

Fig. 9(a) similarly shows the classification accuracy comparison using SS-MEMDBF with the Riemannian geometry framework, FB-MEMDBF (8-30 Hz) with TS-TL and FBCSP method obtained in the evaluation session but for the right hand and foot MI tasks. Two of the nine subjects show improvement in classification accuracy using the proposed method. The average classification accuracy with the proposed method is $>81\%$. The greatest improvement is seen in subjects A03 and A06 of $<1\%$ when proposed method is compared to SS-MEMDBF with the Riemannian geometry framework. Additionally, the classification accuracy of four of the nine subjects have improved when the proposed method is compared with the FBCSP method. Subjects A02, A03 and A08 show an improvement of $>4\%$ in the evaluation session while subject A09 improved marginally.

Fig. 9(b) again compares SS-MEMDBF with the Riemannian geometry framework, FB-MEMDBF (8-30 Hz) with TS-TL and FBCSP obtained in the evaluation session but this time for the foot and tongue MI tasks. In this case also, the classification accuracy of two subjects improved using the proposed method with an average of 71.07%. Subject A03 showed significant improvement of $>8.8\%$ with subject A08 improving by $>4\%$ when proposed method is compared to SS-MEMDBF with the Riemannian geometry framework. While three of the nine subjects shows an improvement in the classification accuracy when proposed method is compared to FBCSP method. Subject A09 has shown maximum improvement of $>23\%$.

6. Conclusion

BCI classifier performance is often linked to the volume of training data. However, this data which is often recorded across sessions as well as across subjects, leads not only to a highly non-stationary training dataset, but can also be very time consuming to collect. A method is presented to enhance performance of a two-class MI based BCI using sample covariance as a feature set by combining a previously reported SS-MEMDBF preprocessing technique\textsuperscript{40} with a novel tangent space based learning (TS-TL) classification method. Whereas FB-MEMDBF preprocessing helps to obtain enhanced feature separability and reduce the error rates due to intrinsic non-stationarities present in EEG signals, the addition of TS-TL handles non-stationarities more efficiently. This novel method allows for the classification of unseen trials from evaluation session data using LOSO-CV resulting in comparable improvement across subjects. The problem of lengthy recording sessions could thus be solved by classifiers trained using transfer learning techniques. Future work will focus on applying this method to real-time data and multi-class problems on EEG and MEG datasets whilst reducing the computational time complexity of the proposed method.
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