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Abstract- In this paper, based on the slow time varying function theory, dynamical equations for the amplitude and phase of the dynamic atomic force microscope are derived. Then the sensitivity of the amplitude and phase to the dissipative and conservative parts of interaction force are investigated. The most advantage of this dynamical model is the ability to simulate and analysis the dynamics behavior of amplitude and phase of the AFM tip motion not only in the steady state but also in the transient regime. Using numerical analysis the transient and steady state behavior of amplitude and phase are studied and the sensitivity of amplitude and phase to the interaction force are analyzed.
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1. Introduction

Amplitude modulation atomic force microscopy has a significant ability of imaging surface topography of samples on an atomic scale. Analysis of the AM-AFM shows complicated relationship between the parameters of probe dynamics and the interaction force. Several theoretical models and expressions have been proposed to investigate this problem [1]-[26]. All of the methods have been used for the analysis of AM-AFM are concentrated on the steady state motion of the cantilever. Although all of these efforts are valuable and very informative, a theoretical approach towards study the dynamics of amplitude and phase of the AM-AFM especially in transient regime is in demand. Santos et al. [27]-[28] used the transient processes occurring in the tip-sample junction to reconstruct the force. Moreover, in [29]-[31], the transient motion of cantilever signal is used for the control of AFM. Also, using the transition from transient part to steady state regime, in [32]-[33] a new algorithm for high speed imaging of biopolymers using AFM is developed. However, study the amplitude and phase behavior in the transient regime needs more deep investigation. The interaction between tip and the sample composes of dissipative and conservative terms. Study the sensitivity of oscillating probe to the tip-sample interaction maybe useful to understand the resolution of imaging in AFM [11]-[16], [34]-[38]. Mechanical and chemical information about samples and atomic and/or nanoscale processes can be obtained from analysis of conservative and dissipative parts of interaction force [39]-[40]. Extracting such information enhances motivations behind the recent developments in dAFM techniques [41]-[45].

For this purpose, in this paper based on the slow time varying function theory [46]-[49], the dynamic equation of amplitude and phase are derived and the dynamic behavior of amplitude and phase not only in the steady state but also in the transient regime of operation is investigated. Moreover, based on the dynamics equations of AFM, the analytical expressions for the sensitivity of amplitude and phase to the dissipative and conservative parts of interaction force are derived. Finally using numerical analysis the effect of free amplitude, set-point amplitude, viscosity and stiffness on the sensitivity are investigated.

2. Dynamics equation of AM-AFM

The cantilever-tip motion in dynamic AFM (Fig. 1) is approximately described by:

\[ \ddot{z} + \frac{a_0}{Q} \dot{z} + \omega_0^2 z = \frac{a_0 F_u}{k} + \frac{a_0^2 F_d}{k} \]  

(1)

Where \(a_0, k\) and \(Q\) are resonance frequency, spring constant and quality factor, respectively. \(F_u\) is the interaction force between tip and the sample.
Assume that the solution of the above equation is represented as:
\[ z = A \cos(\alpha t - \phi) \]  
where the amplitude \( A \) and the phase \( \phi \) are slowly varying functions of time and drive force is represented by:
\[ F_d = \frac{A k}{Q} \cos(\alpha t) = F_0 \cos(\alpha t) \]  

Defining \( \beta = \alpha t - \phi \), the time derivative of the displacement is:
\[ \dot{z} = A \cos(\beta) - A \omega \sin(\beta) + A \omega \dot{\phi} \sin(\beta) = -A \omega \sin(\beta) \]  

Based on Eq. (4), the following condition is imposed:
\[ \dot{A} \cos(\beta) = -A \dot{\phi} \sin(\beta) \]  

By differentiating Eq. (4) with respect to time, the tip acceleration is obtained as:
\[ \ddot{z} = -A \omega^2 \sin(\beta) - A \omega^2 \cos(\beta) + A \omega \ddot{\phi} \cos(\beta) \]  

Substituting Eqs. (6) and (4) into Eq. (1) yields:
\[ -A \omega^2 \sin(\beta) - A \omega^2 \cos(\beta) + \frac{A \omega \omega_0 \sin(\beta)}{Q} + A \omega^2 \cos(\beta) = \frac{\alpha_k^2}{k} F_a + \frac{\alpha_e^2}{k} F_d \]  

Based on equations (5) and (7), the dynamic equations of amplitude and phase are derived as:
\[ \dot{A} = -\frac{A \sin(2\beta)}{2\omega} \left(\alpha_0^2 - \omega_0^2\right) - \frac{\alpha_0^2}{\omega k} \sin(\beta)(F_a + F_d) - \frac{A \omega_0^2}{2Q}(1 - \cos(2\beta)) \]  

\[ \dot{\phi} = -\frac{\cos^2(\beta)}{2\omega} \left(\alpha_0^2 - \omega_0^2\right) - \frac{\alpha_0^2}{\omega k} \cos(\beta)(F_a + F_d) - \frac{\alpha_0^2}{Q} \sin(2\beta) \]  

The transient behaviour of amplitude and phase can be described by the equations (8) and (9).

Integrating equations (8) and (9) in a period of oscillation gives:
\[ \dot{A} = \frac{A \omega_0}{2Q} + \frac{F_0 \alpha_0^2 \sin(\beta)}{2k \omega} - \frac{\alpha_0^2}{2k \omega} \int_{0}^{2\pi} F_a \sin(\beta \beta) \]  

\[ \dot{\phi} = -\frac{1}{2\omega} \left(\alpha_0^2 - \omega_0^2\right) - \frac{F_0 \alpha_0^2 \cos(\beta)(F_a + F_d)}{2k \omega} - \frac{\alpha_0^2}{2A \omega k} \int_{0}^{2\pi} F_a \cos(\beta \beta) \]  

The nonlinear tip-sample forces are captured by the following functional:
\[ e_n = \frac{1}{\pi} \int_{0}^{2\pi} F_a \sin(\beta \beta) \]
\[ v_n = -\frac{1}{\pi} \int_0^{2\pi} F_{sn} \cos \beta \, dB \]  
\[
\dot{A} = -\frac{A\omega_0}{2Q} + \frac{F_0 A^2 \sin \phi}{2k\omega} - \frac{\omega_0^2}{2k\omega} e_{ts} 
\]
\[
\dot{\phi} = -\frac{1}{2\omega} (\omega_0^2 - \omega^2) - \frac{F_0 A^2 \cos \phi}{2Ak\omega} + \frac{\omega_0^2}{2Ak\omega} v_{ts} 
\]

By defining \( \sigma = \frac{\omega_0^2 - \omega^2}{\omega} \) in the steady state, equations (14)-(15) are converted to:

\[
\frac{A\omega_0}{Q} - \frac{A\omega_0^2 \sin \phi}{k\omega} = -\frac{\omega_0^2}{2k\omega} e_{ts} 
\]
\[
\sigma + \frac{A\omega_0^2 \cos \phi}{Ak\omega} = \frac{\omega_0^2}{Ak\omega} v_{ts} 
\]

Based on the equations (16) and (17) and after some mathematical calculations, the following equations for the steady state amplitude and phase are obtained:

\[
A = \frac{v_n k\omega \sigma}{\omega_0^2} + \frac{e_n k\omega}{\omega_0^2} \left( \frac{e_n k\omega}{\omega_0^2} \right)^2 - \left( \frac{k\omega}{\omega_0} \right)^2 \left( \frac{k\omega \sigma}{\omega_0} \right)^2 \left( \frac{e_n^2 + v_n^2 - \frac{kA_0}{Q}}{\omega_0^2} \right) 
\]

\[
\tan(\phi) = \frac{e_{ts} - \frac{kA\omega}{\omega_0 Q}}{v_{ts} - \frac{kA\omega \sigma}{\omega_0^2}} 
\]

From equations (18)-(19), the sensitivity of amplitude and phase to the dissipative and conservative parts of interaction force can be calculated:

\[
\frac{k\omega \sigma}{\omega_0^2} = \frac{\left( \frac{k\omega}{\omega_0} \left( \frac{e_n k\omega}{\omega_0^2} - \frac{v_n k\omega \sigma}{\omega_0^2} \right) \right)^2 + \left( \frac{k\omega}{\omega_0} \left( \frac{k\omega \sigma}{\omega_0} \right)^2 \right)^2}{\left( \frac{e_n k\omega}{\omega_0^2} \right)^2 - \left( \frac{k\omega}{\omega_0} \left( \frac{k\omega \sigma}{\omega_0^2} \right)^2 \right)^2 \left( \frac{e_n^2 + v_n^2 - \frac{kA_0}{Q}}{\omega_0^2} \right)^2} 
\]

\[
\frac{\partial A}{\partial v_{ts}} = \frac{\left( \frac{k\omega}{\omega_0} + \frac{k\omega \sigma}{\omega_0^2} \right)^2}{\left( \frac{k\omega}{\omega_0} \right)^2 + \left( \frac{k\omega \sigma}{\omega_0^2} \right)^2} 
\]
\[
\frac{\partial A}{\partial \varepsilon_{ts}} = -\frac{k\omega}{\omega_0 Q} \sqrt{\left(\frac{\varepsilon_{ts} k\omega}{\omega_0 Q} - \frac{v_{ts} k\omega \sigma}{\omega_0^2}\right)^2 - \left(\frac{k\omega}{\omega_0 Q} + \frac{k\omega \sigma}{\omega_0^2}\right)^2} \left(\frac{k\omega}{\omega_0 Q} + \frac{k\omega \sigma}{\omega_0^2}\right)^2 + v_{ts}^2 - \left(\frac{k\omega}{\omega_0 Q}\right)^2
\]

(21)

\[
\frac{\partial \phi}{\partial \varepsilon_{ts}} = \frac{k\Lambda \omega}{\omega_0 Q} \frac{\cos^2(\phi)}{v_{ts} - \frac{k\Lambda \omega \sigma}{\omega_0^2}}
\]

(22)

\[
\frac{\partial \phi}{\partial \varepsilon_{ts}} = \frac{-\cos^2(\phi)}{v_{ts} - \frac{k\Lambda \omega \sigma}{\omega_0^2}}
\]

(23)

Note that because of the change of the sign of the force in the attractive and repulsive parts of interaction, in the analyses of sensitivity based on equations (19)-(23), the absolute values are considered.

3. Numerical Analysis

In order to analyse the dynamic behaviour and sensitivity of amplitude and phase, several numerical simulations have been performed. The parameters of simulations are as follow:

\[f_0 = 300KHz, Q = 200, k = 20N/m, R = 5nm, H = 1x10^{-19} J, a_0 = .164nm, E = 1GPa\]

In Fig.2, the amplitude and phase versus distance curves are shown. These curves are obtained by numerical calculation of equations (8) and (9) for various average distances.

Figs.3-5 show the tip displacement, amplitude and phase versus time, when the cantilever oscillates far from the sample, in the attractive part and in the repulsive part, respectively.

Fig.2. (a) Amplitude versus average tip surface distance (b) Phase versus average tip surface distance.
When the cantilever is far from the sample, the transient response of amplitude to reach the steady state value is much larger than phase. However when there is an interaction between the tip and sample, the transient time of phase is greater than amplitude. In the attractive regime, at first, the phase reaches to 90 degree and after some oscillation periods it goes toward its steady state value. In the repulsive regime, the phase has three different transient behaviours before it reaches to the steady state value. Such as attractive part, at first it goes toward 90 degree, then it has the value more than 90 which is related to the attractive regime, after that it has the value less than 90 and finally it reaches its steady state value in the repulsive part.

All of these behaviours can be explained based on the force-curve analysis. When the tip is far from the sample, there is not any interaction and the cantilever behaves as simple harmonic oscillator. During an approach-retract curve, the cantilever-tip oscillator experiences both a pure attractive and an attractive-repulsive regimes. When the tip is in the pure attractive interaction with the sample, at first the phase goes to 90 and by stabilizing the attractive interaction; it reaches its steady state value which is greater than 90 degree. For repulsive interaction, because before contact with the sample, the tip is in the attractive-repulsive interaction with the sample, at first, the phase goes toward 90 degree then its value goes higher
than 90 degree which means that the tip has an attractive interaction with the sample, then after experiencing short transient periods in the repulsive part, the phase reaches to its steady state value which is smaller than 90 degree.

To study the effect of conservative and dissipative parts of interaction on the sensitivity of amplitude and phase, different values of Young Modulus and viscosity are considered. In this case the value of free amplitude and Hamaker constant are considered as: $A_0 = 10 \text{nm}$ and $H = 1 \times 10^{-20} \text{J}$.

The sensitivity of amplitude to the conservative part of interaction (Virial) for different Young Modulus is given in Fig.6a. From this figure it is depicted that for the repulsive regime, decreasing the set-point amplitude leads to the increase of sensitivity. Moreover, the sensitivity is increased by increasing the Young Modulus.

![Fig.6. Sensitivity of amplitude to the interaction force. (a) sensitivity of amplitude to the conservative part of interaction for different Young-Modulus, (b) sensitivity of amplitude to the conservative part of interaction for different free amplitudes, (c) sensitivity of amplitude to the conservative part of interaction for different viscosity, (d) sensitivity of amplitude to the dissipative part of interaction for different viscosity.](image)

The effect of free amplitude on the sensitivity is shown in Fig6b. In this case, increasing the free amplitude leads to the increase of sensitivity in the repulsive regime. However, the maximum sensitivity of attractive part can be obtained by decreasing the free amplitude. Moreover, for the attractive interaction, there is a maximum which is increased by decreasing free amplitude. The effect of viscosity on the sensitivity of amplitude to the virial is shown in Fig.6c. The results show that increasing the viscosity, reduces the sensitivity of amplitude to the conservative part of interaction. In Fig. 6d the sensitivity of amplitude to the dissipation is shown. It is clear that the dissipation has not any impact in the sensitivity of amplitude.

In Fig.7a,b the difference of phase shift for different young modulus and viscosity is shown. For higher viscosity at the same young modulus and amplitude, the phase is greater while for less young modulus, in the case of same viscosity and same amplitude, the phase is higher.
Fig. 7c,d shows the results of the sensitivity of phase to the virial and dissipation for the different young modulus while the viscosity is constant. From the results it is depicted that increasing the stiffness leads to the increase of phase sensitivity to dissipation and decrease of phase sensitivity to virial.

Fig. 7e,f shows the sensitivity of phase to the virial and dissipation in the case of constant young modulus and different viscosity. Results show that increasing the viscosity leads to the increase of phase sensitivity to virial and decrease of that to the dissipation.

To explain this behaviour, we can refer to the origin of phase contrast. As [2]-[4] explain, the source of phase contrast is related to the dissipation. However, for hard materials, in some cases, the higher harmonics also have contribution [15], [50]. So, for the same young modulus and amplitude as it is shown in Fig. 7b, the variation of phase versus to 90 degree, is decreased by increasing the viscosity, and in other hand, the dissipation is increased by increasing the viscosity, hence the variation of phase to dissipation is reduced. In contrast, for the case that viscosity is kept constant and young modulus is changed, as Fig. 7a shows, the variation of phase in versus to 90 degree is increased by increasing the young modulus, on the other hand increasing the young modulus leads to the decrease of dissipation, therefore, increasing the young modulus leads to the increase of phase sensitivity to dissipation. Moreover, by reduction of amplitude the sensitivity of phase to the dissipation is increased while the sensitivity of phase to conservative part of interaction is decreased.

Fig. 7. Sensitivity of phase to the interaction force, (a) phase versus amplitude for different stiffness, (b) phase versus amplitude for different viscosity (c) sensitivity of phase to the dissipative part of interaction for different Young-Modulus, (d) sensitivity of phase
to the conservative part of interaction for different Young-Modulus, (e) sensitivity of phase to the conservative part of interaction for different viscosity, (d) sensitivity of phase to the dissipative part of interaction for different viscosity.

4. Conclusion

In this paper, the slow time varying function theory is used to model the dynamics equations of amplitude and phase of the atomic force microscopy. The advantage of using this model is the ability to simulate and analyze the dynamics behavior of amplitude and phase of the AFM tip motion not only in the steady state but also in the transient regime. Then, the sensitivity of amplitude and phase to the conservative and dissipative parts of interaction by considering different young modulus, viscosity, free and set-point amplitudes are analyzed. This analysis gives deep and comprehensive information about the relation between parameters of oscillation and interaction.
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