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Abstract—Feature selection is a key step for activity classification applications. Feature selection selects the most relevant features and considers how to use each of the selected features in the most suitable format. This paper proposes an efficient feature selection method that organizes multiple subsets of features in a multilayer, rather than utilizing all selected features together as one large feature set. The proposed method was evaluated by 13 subjects (aged from 23 to 50) in a lab environment. The experimental results illustrate that the large number of features (3 vs. 7 features) are not associated with high classification accuracy using a single Support Vector Machine (SVM) model (61.3% vs. 44.7%). However, the accuracy was improved significantly (83.1% vs. 44.7%), when the selected 7 features were organized as 3 subsets and used to classify 10 postures (9 motionless with 1 motion) in 3 layers via a hierarchical algorithm, which combined a rule-based algorithm with 3 independent SVM models.
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I. INTRODUCTION

Physical activity has the potential to reduce the risk of many chronic diseases [1]. Daily activity monitoring techniques that can be used to encourage people to adopt a healthier lifestyle and engage in further activities if required, have the potential to offer significant savings in future healthcare costs especially for the elderly and those who are suffering from a form of chronic disease [2].

Feature selection is a key step for activity classification applications. Feature selection aims to select the minimum subset of features for improving classification accuracy and resulting class distribution. The values for the selected features should be as close as possible to the original class distribution, given all feature values [3]. The features are selected for each activity by identifying one feature having the best performance that distinguishes the required activity from other activities. Features are derived from the raw sensing data directly or by performing calculations on the raw data. Features selection adheres to the following principles: a) Discrimination: features should have significantly different values for different classes; b) Reliability: features should have similar values for the same class; c) Independence: features should not be influenced strongly to each other; d) Optimality: features should not be redundant; e) Small: the number of features should be as small as possible to reduce the complexity of the classifier [4].

This study aims to design an efficient strategy for optimal feature selection from the accelerometers embedded in a smart phone, and to improve the real-time activity classification accuracy.

II. RELATED WORK

Bao & Intille [5] extracted four types of Fast Fourier Transform -based features from acceleration data, which were sensed using five biaxial body-worn accelerometers. Twenty different daily activities were classified based on the four selected features, which included means, energy, frequency-domain entropy, and correlation of acceleration data. Then several classifiers were tested using these features. Their experimental results demonstrated that the best result was obtained using the decision tree classifier, and good performance was indeed achieved using only 2 of the 5 accelerometers (thigh and wrist).

Ermes et al. [6] selected 7 signal features for 10 different activities for classification based on two accelerometers. The 7 features included: Peak frequency, Range, Mean value, Sum, and Spectral entropy of the acceleration measured from the hip; Peak frequency of the horizontal acceleration measured from the wrist; Speed calculated from the GPS information. The performance of each feature was assessed using the receiver operator characteristic (ROC) curve. The experimental results based on the selected 7 features illustrated that a 90% recognition rate was achieved for supervised data. The accuracy was reduced by 17% when supervised data were used for training and only unsupervised data for evaluation.

Mäntyjärvi et al. [7] employed Principle Component Analysis (PCA) and Independent Component Analysis (ICA) algorithms to extract a $6 \times 4 = 24$ dimensional feature vector from a pair of 3D sensors, attached to the left and right hips. They classified 4 different activities using a neural networks classifier. The activity classifications were examined based on three data sets respectively; original sensing data, PCA and ICA feature vectors. Their experimental results demonstrated that the classification accuracy was similar using ICA or PCA feature vectors, which achieved 83-90%. Nevertheless, the result was 61-84% using the raw data set.

Maguire & Frisby [8] identified eight activities using two classifiers (k-NN and J48) based on combined accelerometer and heart rate data. Thirteen features were initially selected (mean, standard deviation, energy and correlation from each of the 3-axes acceleration, and mean heart rate). The effect of removing features on classification accuracy using the best first search method was investigated. Finally, the thirteen features were reduced to seven (meanHeartRate, meanZ, stdX, stdY, stdZ, energyY and energyZ) with minimal impact on classification accuracy. Ravi et al [9] extracted four features from the raw accelerometer data using a window size of 256 with 128 samples overlapping between consecutive windows. The features selected were: Mean, Standard deviation, Energy, and Correlation.
Usually, feature extraction/selection techniques have the potential to improve the classification accuracy, but at a cost in computational time [10]. For real-time applications, we need to consider a method that could provide the best possible classification accuracy, and also could have high computational efficiency.

III. METHODS

A. Data Sensing

An HTC smart phone was used for data sensing and processing in this study. The phone comprised embedded BMA150 3D accelerometer, orientation sensor, 3D Magnetic sensor, GPS and Wi-Fi. The phone’s processor operates at 600MHz, the memory capacity is 512MB with an additional 2GB memory card and the operating system is Android version 2.3.3.

![HTC smart phone](image)

Figure 1. System configuration; (a) the phone is belt-worn horizontally on the left side of the waist; (b) Y-axis up if the phone is vertical; (c) & (d) X-axis up/down if the phone is horizontal and facing backward/forward.

The phone is belt-worn on the left side of the waist in a horizontal orientation as shown in Fig.1 (a). The sensor coordinate system is defined relative to the phone’s screen as shown in Fig.1 (b), (c) and (d).

The data set of 3D acceleration \((t, Ax, Ay, Az)\) was obtained by using the accelerometer sensor embedded in the smart phone. Subsequently, features were extracted from the raw acceleration signals, and used for the evaluation of the activity classification accuracy based on different features using machine learning algorithms. The recorded data were saved in the phone in text format.

B. Sampling frequency setting

In theory, by using a low sampling rate it is possible to miss some peak values for motion activities (such as walking). Although the missed values can influence the detailed analysis for motion activities, such as walking speed, it should not influence on the accuracy motion and motionless postures classification.

In order to verify the relationship between sampling frequency \(f\) and classification accuracy, two frequencies 1Hz vs. 10Hz were compared in two aspects: data processing time and classification accuracy. Two smart phones were set in different sampling frequency, one was set \(f = 1\)Hz, and another was set \(f = 10\) Hz. One subject wears these two phones on the left waist at the same time and did a series of activities as:

Start phone1-start phone2-walk- jump- walk- standing-walk slowly- sitting- walk fast- standing- walk (short)-jump- walk- sitting- stop phone1-stop phone2.

The experimental results for \(f = 1\)Hz vs. \(f = 10\)Hz are shown in Fig. 2. This illustrates that the sampling frequency \(f= 10\)Hz results in a larger number of samples (3222 vs 339 for 5 minutes data recording), but does not influence the activity classification accuracy compared to the results in \(f=1\)Hz. Although some higher peak values were missed using \(f=1\)Hz sampling, the postures such as ‘jump’ can still be distinguished from ‘walk’ postures. The lower sampling rates result in a lower data load and higher efficiency of data processing.

Therefore the sampling frequency was set at 1Hz in this study to reduce the data load and improve the efficiency of data processing for real-time applications.

![Comparison of acceleration Ax signals and activity classification results between f=1 and f=10. The sample number was 339 vs 3222 for 5 minutes data recording, however the posture classification results shown in both figures were same that classified and marked using SVM model automatically in Matlab environment.](image)

Figure 2. Comparison of acceleration Ax signals and activity classification results between \(f=1\) and \(f=10\). The sample number was 339 vs 3222 for 5 minutes data recording, however the posture classification results shown in both figures were same that classified and marked using SVM model automatically in Matlab environment.

C. Features extraction

A computationally expensive feature extraction method is not suitable for resource constrained and battery powered devices [9]. Mobile phones are weaker in terms of processing power. They also lack the constant supply of power and must rely on their limited battery resource [10]. Hence the feature extraction techniques such as FFT [5], ICA, or PCA [7] are computation-intensive and are not suitable for smart phone based real-time applications.

Considering the efficiency of data processing for real-time system, the following features were extracted from the 3-axes accelerometer sensor in this study:

- The raw 3-axes acceleration with time stamp organized as \((t, Ax, Ay, Az)\);
The three dimensional acceleration $A$ and the acceleration change $\Delta A$. Where $A$ and $\Delta A$ are calculated using (1) and (2) respectively;

- The tilt angles of the accelerometer around 3-axes $(\rho, \varphi, \theta)$. Here $Pitch (\rho)$ is defined as the angle of the X-axis relative to the ground; $Roll (\varphi)$ is defined as the angle of the Y-axis relative to the ground; $Theta (\theta)$ is the angle of the Z-axis relative to gravity.

\[
A = \sqrt{A_x^2 + A_y^2 + A_z^2} \quad (1)
\]

\[
\Delta A = |A(t_{i+1}) - A(t_i)| \quad (2)
\]

Tilt angle uses measurements of gravity and its trigonometric projection on the axes of a 3-axial accelerometer, to determine tilt angle in all three spatial dimensions $(X, Y$ and $Z)$. Three angles $(\rho, \varphi, \theta)$ can be calculated using $(Ax, Ay, Az)$ as shown in (3), (4) and (5).

\[
\rho = 180 / \pi \times \arctan \left( \frac{A_x}{\sqrt{A_y^2 + A_z^2}} \right) \quad (3)
\]

\[
\varphi = 180 / \pi \times \arctan \left( \frac{A_y}{\sqrt{A_x^2 + A_z^2}} \right) \quad (4)
\]

\[
\theta = 180 / \pi \times \arctan \left( \frac{A_z}{\sqrt{A_x^2 + A_y^2}} \right) \quad (5)
\]

where $\pi (\text{radians}) = 180^\circ$

Fig.3 (a) shows the original three dimensional acceleration coordinate; Fig.3 (b) shows the accelerometer coordinate system is that the X-axis is vertical, the Y-axis is horizontal and the Z-axis is orthogonal to the screen when the phone is belt-worn on the waist; Fig. 3 (c) shows the three tilt angles.

Acceleration is a physical characteristic of a subject in motion. An accelerometer is a device that can measure the static acceleration due to gravity, and dynamic acceleration resulting from motion, shock, or vibration [11]. An accelerometer will measure a value of $\pm 1g$ (unit of gravity acceleration, which is $9.81m/s^2$) in the upward or downward direction if it remains stationary relative to the earth’s surface.

D. Existed features selection approaches

A redundant feature does not contribute anything new to the classifier, and an irrelevant feature does not improve the classification result. Including weak or irrelevant features not only slows computation, but can also degrade classification performance [12]. Feature selection methods try to pick a small subset of the most relevant features that can improve the performance of the classifiers and increase computational efficiency.

General feature selection approaches are the “top-down” and “bottom-up” [13]. The top-down method is initialized with the whole feature set, and features are removed based on a certain criteria. Finally the subset of remaining features is selected as the best subset [14]. The bottom-up method is initialized with the empty set, and features are added until a predefined certain criteria have been met [15]. The disadvantage of these methods is the nesting effect, in which features removed are no longer considered or features added are never removed.

Different heuristic approaches are used to avoid the nesting effect. Most heuristic feature selection approaches can be categorized into two types: filter and wrapper methods [16]. Filter-based methods select the subset of features by employing statistical evaluation algorithms such as autocorrelation analysis, spectral analysis, or stepwise regression. Therefore, filters can limit the search space of possible meta-parameters, while it is independent of a particular classification algorithm. Wrapper methods select the subset of features according to the resulting predicting accuracy by using an underlying classification model. Wrappers are often employing a grid-search or an exhaustive evaluation of meta-parameters to identify best meta-parameters [17]. Obviously, the best feature subset is given. However, wrapper methods are often criticized for their computational inefficiency caused by the joint processing of learning and feature selection tasks [18].

In this paper, a signal analysis method is used to select multiple subsets of features and apply those respectively using hierarchical classifiers to improve the classification accuracy and computational efficiency.

E. Signal analysis strategy for feature selection

There are 9 features extracted in total, which include the raw data $(t, Ax, Ay, Az)$ sensed using a smart phone embedded accelerometer with features $(\Delta t, \Delta A)$ & $(\rho, \varphi, \theta)$ calculated based on the raw data. The problem is how to identify each of the extracted features having the best performance to distinguish one type of activity from other activities.

Signal analysis aims to analyze its strength and weakness for each of the features for the discriminating classes by analyzing whether the feature has significantly different values for different classes, and whether it also has similar values for the same class.

The signals for each of the acceleration features $(Ax, Ay, Az, A, \Delta A)$ are compared based on different activity postures as shown in Fig.4.

![Image](image-url)
Fig. 4 illustrated that the three dimensional acceleration 
\((A_x, A_y, A_z)\) can be used to classify most of activity 
postures such as sit, stand, lying and walk, however some 
of these postures have similar values, for instance, sit-N, 
sta-U, with sta-F and sit-L with sit-B are difficult to 
classify properly using only three \((A_x, A_y, A_z)\) features. 
Additionally, most of walk instances have similar 
acceleration values with stand instances, which also is 
difficult to distinguish both correctly if the classification is 
only based on the feature subset \((A_x, A_y, A_z)\). Obviously, 
the feature \(\Delta A\) or feature \(A\) can be used to separate motion 
and motionless postures clearly.

In this study, the motion and motionless postures are 
deﬁned as below:

- **If the change of acceleration** \((\Delta A)\) **is continued** 
**more than an empirical value** \(0.8 \text{ m/s}^2\) **for more than 2** 
**seconds** \((\Delta t)\), **then this activity can be defined as** 
**motion.**

- **If the change of acceleration** \((\Delta A)\) **is continued** 
**less than an empirical value** \(0.4 \text{ m/s}^2\) **for more than 5** 
**seconds** \((\Delta t)\), **then this activity can be defined as** 
**motionless.**

\[
\begin{align*}
\Delta A &> 0.8 \text{ m/s}^2 \quad \text{for} \quad \Delta t > 2 \text{ seconds} \\
\Delta A &< 0.4 \text{ m/s}^2 \quad \text{for} \quad \Delta t > 5 \text{ seconds}
\end{align*}
\]

The signals for each of the tilt angle features \((\rho, \varphi, \theta)\) 
are shown in Fig. 5. Fig. 5 demonstrated that the subset of 
features \((\rho, \varphi, \theta)\) can be used to further classify the 
different sitting postures such as sit-N, sit-L, sit-R and sit-B, 
or different standing postures.

According to the definition of the \((\rho, \varphi, \theta)\) above, 
the three angles will vary according to the specific body 
postures. For example, when the body posture is stand 
upright \((sta-U)\), the X-axis is vertical, then \(\rho \approx 90^\circ\) 
and \(\varphi \approx 0^\circ\); otherwise, when the body posture is sit 
normal \((sit-N)\), then it is definitely \(|\rho| > |\varphi| > |\theta|\), in theory. 
Of course, the theoretic values will have a small 
ﬂuctuation in the real life.

![Figure 4. Signals for each of the acceleration features based on selected activity postures](image-url)

![Figure 5. The three tilt angles’ signal derived from 10 daily activity postures.](image-url)

**F. Using multiple subsets of features hierarchically**

According to the signal analysis, three feature subsets 
are selected from the extracted 9 feature set \((t, A, A_x, A_y, A_z, \Delta A, \rho, \varphi, \theta)\) named as \(F_1 = (\Delta t, \Delta A)\), \(F_2 = (A_x, A_y, A_z)\), and \(F_3 = (\rho, \varphi, \theta)\).

Then the three subsets of features are applied 
 hierarchically using a rule-based classifier with 3 different 
SVM models (SVM-m, SVM-m, and SVM-sit). The 
details of the procedure are described as shown in Fig. 6.

![Figure 6. Selected 3 subsets of features are applied hierarchically based on rule-based classifier with three different SVM models.](image-url)

(1) Based on signal analysis from Fig. 4, the subset \((\Delta t, \Delta A)\) of features is selected to discriminate motion and 
motionless postures firstly using a rule-based classifier.
Obviously, the $F1$ ($\Delta t, \Delta A$) is not able to further classify the different motionless postures such as between stand, sit and lying, since all motionless postures have similar $\Delta t$ values as Fig.4 shown.

(2) Based on the signal analysis from Fig.4, the feature subset ($Ax, Ay, Az$) is selected to classify the different motionless postures and different motion postures respectively using two SVM models SVM-ml and SVM-m. Nevertheless, it is limited to distinguish different sitting postures such as sit-N, sit-R, sit-L, and sit-B.

(3) Based on the signal analysis from Fig.5, the subset ($\rho, \phi, \theta$) of features is selected to further classify different sitting postures using SVM-sit model, if the postures is classified as sit using SVM-ml.

The four classifiers Rule ($\Delta t, \Delta A$), SVM-ml ($Ax, Ay, Az$), SVM-m ($Ax, Ay, Az$), and SVM-sit ($\rho, \phi, \theta$) are trained based on relevant training data set respectively. Details about the SVM model training methods were described in our previous work [19].

IV. EXPERIMENTS

The experiments were performed by 13 subjects (aged from 23 to 50) in a laboratory based setting where a video was fixed in the ceiling. The experimental results were validated by synchronized video recordings. Data collected from subject1 were used as the training set trainD, and the data collected from the other 12 subjects were used as test set testD. In order to compare the testing accuracy between different subset of features and different classification algorithms, the data sets were organized as several pair of training and test sets based on different feature combination, for example, three dimension acceleration ($Ax, Ay, Az$), three dimension tilt angle ($\rho, \phi, \theta$), three dimensional acceleration change ($\Delta t, \Delta A$), or all 7 features ($Ax, Ay, Az, \Delta A, \rho, \phi, \theta$) together. In addition, both train and test sets were also organized in different groups based on different postures combination such as all motion and motionless postures together, only motion and motionless postures respectively. In this paper, each of the 13 subjects did 10 postures continuously that labeled as (sit-N, sit-R, sit-L, sit-B, sta-U, sta-F, lyi-R, lyi-B, lyi-Fd, walk). Here sit-N, sit-R, sit-L, sit-B signify sit normal/upright, sit leaning right, left and back respectively; sta-U and sta-F mean stand upright and tilt forward; lyi-R, lyi-B, and lyi-Fd imply lying right, on back and face down. We have developed a real-time activity classification system using a hierarchical algorithm to separate data set and classify different data set automatically within a smart phone [19][20]. All classifications were performed in the RapidMiner environment.

A. Small feature subset vs. all features together (3 vs.7)

Optimal feature subsets should not be redundant, and size is preferred as small as possible to reduce the complexity of the classifier. Therefore, the feature selection method not only selects the relevant features, but also considers how to use each of the selected features in the most suitable format.

Activity classification accuracy is compared between two feature subsets using a SVM classifier. One of the feature subset is selected in small size (3 features) based on the signal of features analysis; and another is simply putting all features together (7 features).

All data collected from 12 test subjects that include motion and motionless postures labeled in total 10 classes were organized together, and classified based on 3 features ($Ax, Ay, Az$) and 7 features ($Ax, Ay, Az, \Delta A, \rho, \phi, \theta$) respectively, using a trained single SVM model. The classification results are show in Table 1 and Table2.

Results indicate that the larger number of features are not associated with higher classification accuracy. The average accuracy is 61.3% for the subset of 3 features, and 44.7% for the 7 features.

When the classification is performed on the subset of 3 features ($Ax, Ay, Az$), many motionless samples, 306 out of 477 sta-F instances, and 154 out of 482 lyi-Fd instances were classified as walk; 119 out of 508 walk instances were classified as sta-F as shown in Table 1. However, when the classification is performed on the subset of 7 features, 3 of the 10 classes accuracy were improved such as walk (89.4% vs. 64.2%), lyi-Fd (91.7% vs. 66%) and lyi-R (93.7% vs. 77.3%), however 7 of the 10 classes accuracy were decreased, especially sit-R (12.2% vs. 94.8%) and sit-L (0.3% vs. 39.6%) as shown in Table 2.

<table>
<thead>
<tr>
<th>True:</th>
<th>sit-N</th>
<th>sit-R</th>
<th>sta-U</th>
<th>sit-B</th>
<th>sit-L</th>
<th>sta-F</th>
<th>lyi-B</th>
<th>lyi-R</th>
<th>lyi-Fd</th>
<th>walk</th>
</tr>
</thead>
<tbody>
<tr>
<td>sit-N</td>
<td>230</td>
<td>0</td>
<td>10</td>
<td>26</td>
<td>68</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>14</td>
</tr>
<tr>
<td>sit-R</td>
<td>167</td>
<td>312</td>
<td>0</td>
<td>144</td>
<td>71</td>
<td>0</td>
<td>75</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>sta-U</td>
<td>29</td>
<td>3</td>
<td>364</td>
<td>0</td>
<td>0</td>
<td>16</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>37</td>
</tr>
<tr>
<td>sit-B</td>
<td>0</td>
<td>14</td>
<td>0</td>
<td>182</td>
<td>87</td>
<td>0</td>
<td>35</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>sit-L</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>25</td>
<td>148</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>sta-F</td>
<td>2</td>
<td>0</td>
<td>74</td>
<td>1</td>
<td>0</td>
<td>155</td>
<td>0</td>
<td>45</td>
<td>0</td>
<td>119</td>
</tr>
<tr>
<td>lyi-B</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>378</td>
<td>56</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>lyi-R</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>343</td>
<td>10</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>lyi-Fd</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>318</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>walk</td>
<td>0</td>
<td>0</td>
<td>168</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>306</td>
<td>0</td>
<td>0</td>
<td>154</td>
</tr>
<tr>
<td>class Acc.</td>
<td>53.7%</td>
<td>94.8%</td>
<td>58.9%</td>
<td>48.1%</td>
<td>39.6%</td>
<td>32.5%</td>
<td>77%</td>
<td>77.3%</td>
<td>66.0%</td>
<td>64.2%</td>
</tr>
</tbody>
</table>

Average accuracy | 61.3%
The single SVM model achieves average classification accuracy between motion and motionless samples based on both 3 and 7 selected features (61.3% vs. 44.7% respectively).

B. The hierarchical approach vs. single classifier

The hierarchical classification approach, described in Fig.6 is evaluated in this section.

Foremost, the subset of features \((A_x, A_y, A_z)\) was used to further classify the sensed original data into two arrays \((motionD \text{ and } mlessD)\) by a rule-based algorithm Rule \((A_x, A_y)\). Then the subset of features \((A_x, A_y, A_z)\) was used to further classify the motion array \(motionD\) and the motionless array \(mlessD\) respectively by two SVM models \(SVM-m\) and \(SVM-ml\). For example, the average classification accuracy for motionless postures is 78.1% as shown in Table 3.

Table 3 demonstrated that the classification accuracy for most of the 9 motionless classes were improved compared to the approach of using all selected 7 features together (Table 2), such as sit-N (84.6% vs. 25.7%), sta-U (80.5% vs. 13.1%), sta-F (99.6% vs. 29.4%), lyi-B (100% vs. 63.9%). The average accuracy was improved also (78.1% vs. 44.7%). However, there were two classes sit-B and sit-L still got a lower accuracy (46.5% and 35%), since the classifier confused among the 4 sit postures \((sit-N, sit-R, sit-B \text{ and } sit-L)\).

In order to solve the problem of confusion among different sit postures, the 4 sit classes were relabeled as one class ‘Sit’ in the motionless array \(mlessD\). Thus, the 9 motionless postures were classified in two-level again. Firstly, the integrated 6 motionless postures was classified by re-trained \(SVM-ml\) model based on the subset of features \((A_x, A_y, A_z)\), and obtained a higher average classification accuracy (93.8%) as shown in Table 4; then the 4 types of sit classes were further classified as 4 different sit postures by the \(SVM-sit\) model based on the subset of features \((\rho, \phi, \theta)\), and the classification accuracy for each of the sit postures was improved (except the sit-R), compared to classify all 9 motionless postures together, as shown in Table 5 (72% vs. 57.9% in average).

Finally, the classification accuracy for each of the 9 motionless postures, as well as the average accuracy was calculated by combining Table 4 and Table 5, the result was shown in Table 6. Obviously, the hierarchical approach can improve the accuracy of activity classification significantly compared to using all selected features together via a single classifier (83.1% vs. 44.7% in average).

V. CONCLUSION AND FUTURE WORK

This paper proposed an efficient feature selection method that combines a simple signal analyzing approach with the concept of organizing multiple small subsets of features in the multilayer, rather than grouping all selected features together as a larger feature set.

### Table II. Classification result using a single SVM model based on 7 features \((A_x, A_y, A_z, \rho, \phi, \theta)\)

<table>
<thead>
<tr>
<th>True:</th>
<th>sit-N</th>
<th>sit-R</th>
<th>sta-U</th>
<th>sit-B</th>
<th>sit-L</th>
<th>sta-F</th>
<th>lyi-B</th>
<th>lyi-R</th>
<th>lyi-Fd</th>
<th>walk</th>
</tr>
</thead>
<tbody>
<tr>
<td>sit-N</td>
<td>110</td>
<td>1</td>
<td>43</td>
<td>0</td>
<td>12</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>19</td>
</tr>
<tr>
<td>sit-R</td>
<td>99</td>
<td>40</td>
<td>0</td>
<td>142</td>
<td>113</td>
<td>0</td>
<td>65</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>sta-U</td>
<td>2</td>
<td>1</td>
<td>81</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>sit-B</td>
<td>6</td>
<td>1</td>
<td>0</td>
<td>104</td>
<td>77</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>sit-L</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>152</td>
<td>11</td>
<td>0</td>
<td>32</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>sta-F</td>
<td>211</td>
<td>285</td>
<td>127</td>
<td>131</td>
<td>38</td>
<td>140</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>21</td>
</tr>
<tr>
<td>lyi-B</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>312</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>lyi-R</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>78</td>
<td>416</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>lyi-Fd</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>28</td>
<td>442</td>
<td>0</td>
</tr>
<tr>
<td>walk</td>
<td>0</td>
<td>1</td>
<td>367</td>
<td>1</td>
<td>133</td>
<td>337</td>
<td>0</td>
<td>0</td>
<td>40</td>
<td>454</td>
</tr>
</tbody>
</table>

**Average accuracy**: 44.7%

### Table III. Classification result for all motionless classes, based on feature \((A_x, A_y, A_z)\) (using a single SVM)

<table>
<thead>
<tr>
<th>True:</th>
<th>sit-N</th>
<th>sit-R</th>
<th>sta-U</th>
<th>sit-B</th>
<th>sit-L</th>
<th>sta-F</th>
<th>lyi-B</th>
<th>lyi-R</th>
<th>lyi-Fd</th>
</tr>
</thead>
<tbody>
<tr>
<td>sit-N</td>
<td>252</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>85</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>sit-R</td>
<td>4</td>
<td>146</td>
<td>0</td>
<td>74</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>sta-U</td>
<td>41</td>
<td>0</td>
<td>354</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>sit-B</td>
<td>0</td>
<td>41</td>
<td>0</td>
<td>101</td>
<td>60</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>sit-L</td>
<td>0</td>
<td>0</td>
<td>41</td>
<td>78</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>sta-F</td>
<td>1</td>
<td>0</td>
<td>83</td>
<td>0</td>
<td>256</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>lyi-B</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>258</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>lyi-R</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>191</td>
<td>0</td>
</tr>
<tr>
<td>lyi-Fd</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>28</td>
<td>225</td>
</tr>
<tr>
<td>sta-U</td>
<td>45</td>
<td>0</td>
<td>0</td>
<td>41</td>
<td>0</td>
<td>534</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**Average accuracy**: 78.1%

### Table IV. Classification result for motionless classes with integrated sit postures based on feature \((A_x, A_y, A_z)\)

<table>
<thead>
<tr>
<th>True:</th>
<th>Sit</th>
<th>lyi-Fd</th>
<th>lyi-B</th>
<th>sta-F</th>
<th>lyi-R</th>
<th>sta-U</th>
</tr>
</thead>
<tbody>
<tr>
<td>sit</td>
<td>1444</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>lyi-Fd</td>
<td>0</td>
<td>488</td>
<td>0</td>
<td>0</td>
<td>28</td>
<td>0</td>
</tr>
<tr>
<td>lyi-B</td>
<td>0</td>
<td>492</td>
<td>0</td>
<td>20</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>sta-F</td>
<td>2</td>
<td>0</td>
<td>439</td>
<td>0</td>
<td>85</td>
<td></td>
</tr>
<tr>
<td>lyi-R</td>
<td>0</td>
<td>0</td>
<td>400</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sta-U</td>
<td>45</td>
<td>0</td>
<td>41</td>
<td>0</td>
<td>534</td>
<td></td>
</tr>
</tbody>
</table>

**Average accuracy**: 93.8%

### Table V. Further classification result for only sit postures based on feature \((\rho, \phi, \theta)\)

<table>
<thead>
<tr>
<th>True:</th>
<th>sit-N</th>
<th>sit-B</th>
<th>sit-R</th>
<th>sit-L</th>
</tr>
</thead>
<tbody>
<tr>
<td>sit-N</td>
<td>348</td>
<td>2</td>
<td>38</td>
<td>47</td>
</tr>
<tr>
<td>sit-B</td>
<td>0</td>
<td>229</td>
<td>27</td>
<td>80</td>
</tr>
<tr>
<td>sit-R</td>
<td>2</td>
<td>68</td>
<td>203</td>
<td>0</td>
</tr>
<tr>
<td>sit-L</td>
<td>45</td>
<td>31</td>
<td>6</td>
<td>201</td>
</tr>
</tbody>
</table>

**Average accuracy**: 72.0%

### Table VI. The final classification accuracy for all 9 motionless classes, calculated by combining Table 4 and 5 (using two hierarchical SVM-ml and SVM-sit).

<table>
<thead>
<tr>
<th>Classes</th>
<th>sit-N</th>
<th>sit-B</th>
<th>sit-R</th>
<th>sit-L</th>
<th>sta-U</th>
<th>sta-F</th>
<th>lyi-B</th>
<th>lyi-R</th>
<th>lyi-Fd</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acc.</td>
<td>88.1%</td>
<td>69.4%</td>
<td>69.0%</td>
<td>61.3%</td>
<td>80.5%</td>
<td>99.6%</td>
<td>100%</td>
<td>80.0%</td>
<td>100%</td>
</tr>
</tbody>
</table>

**Average accuracy**: 83.1%
Feature selection aims to select the most relevant input variables within a dataset, which should have significantly different values for different classes, and have similar values for the same class. An optimal feature subset with non-redundant features can improve the performance of the classifiers and increase the computational efficiency. Each of the features has its strength and weakness in discriminating some of classes, hence the feature selection method not only selects the relevant features, but also considers how to use each of the selected features in the most suitable format.

The familiar existing heuristic approaches for feature selection are categorized into two types: filter and wrapper. However, no single methodology has been proven to perform well consistently across varying data conditions, given their individual shortcomings. For example, wrapper methods are often criticized for their computational inefficiency.

The proposed signal analysis approach can visually identify each of the extracted features in terms of its discriminating power (i.e. which type of classes to distinguish definitely), without increased computational processing costs. So it is efficient. The concept of using multiple small subsets of features hierarchically can improve the classification accuracy. The proposed feature selection method was evaluated based on data collected from 13 subjects (one as training, the other 12 as test subjects).

Two experiments were designed to compare the classification accuracy between different subset of features (3 vs. 7 features) using a SVM model, and between a single SVM and a hierarchical classifier that integrated a rule-based algorithm with 3 independent SVM models. The experimental results illustrated that the large number of features are not associated with high classification accuracy via a SVM model (61.3% vs. 44.7%). However, the accuracy was improved significantly (83.1% vs. 44.7%), when the selected 7 features were organized as 3 subsets and used to classify 10 postures (9 motionless with 1 motion) in 3 layers via a hierarchical algorithm.

The future work will evaluate the algorithms using more daily activity postures, especially more motion activities such as walk, run, up stair, down stair, and driving. It is also important to evaluate the algorithms for other subjects groups, such as the elderly.
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