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A CAM-guided Parameter-free Attention Network for Person Re-Identification

Wanlu Li, Yunzhou Zhang, Member, IEEE, Sonya Coleman and Weidong Shi

Abstract—In this paper, we propose a parameter-free attention mechanism based on class activation mapping (CAM) which is novel compared with most of the existing works that train attention without a supervision signal. Our attention is composed of spatial attention and channel attention in the standard way, which indicates that "where" and "what" is more meaningful, respectively. For Spatial Attention, we use class activation mapping as a supervision signal to guide the generation of it directly in space. Thus our approach to spatial attention can pay more attention to the informative pedestrian parts of the scene and reduce background interference. For Channel Attention, the importance of each channel is obtained by the similarity between the aforementioned spatial attention and the feature map of each channel. In this manner, our channel attention is indirectly guided by CAM. In addition, our attention is parameter-free, which reduces the risk of over-fitting. Finally, we conduct extensive evaluations on three popular benchmark datasets including Market1501, DukeMTMC-reID, and MSMT17, demonstrating the effectiveness of our approach on discriminative person representations.

Index Terms—Person re-identification, attention mechanism, Class Activation Mapping, parameter-free

I. INTRODUCTION

The intent of person re-identification (Re-ID) is to match certain people from the images taken by non-overlapping surveillance cameras. Person Re-ID has sparked huge interest from academia and industry as it plays an important role in video surveillance. With the development of deep learning, person Re-ID models based on deep Convolution Neural Networks have made remarkable progress. However, person Re-ID still faces enormous challenges owing to occlusion, cluttered background, the similarity of pedestrian appearance. To solve the aforementioned problem, recent research [1]–[5] has applied the attention mechanism to person Re-ID, because of its advantage of emphasizing discriminative features and suppressing the interference of irrelevant features. In general, the attention mechanism includes channel attention and spatial attention.

Spatial attention reflects the importance of pixels, which helps the network to focus on people regions and suppress the influence of cluttered background. Chen et al. [4] propose ABD-Net, which applies the non-local form of self-attention to person Re-ID, and achieves position awareness by computing a pixel affinity matrix. Xia et al. [6] replace the affinity matrix with a covariance matrix to obtain second-order statistics used for modelling long-range relationships. However, there is no strong supervision signal to guide the generation of the spatial mask which limits the performance of the model when extracting discriminative features. However, this can be overcome by supervised attention methods. Chen et al. [7] designed a critic inside the attention module to judge whether the attention leads to a correct classification and ameliorates the representation. Zhu et al. [8] apply spatial attention to a global average pooling (GAP) layer to obtain a feature vector, and then compare the feature vector with the pedestrian label to realize the supervision. Nevertheless, these methods do not directly supervise the attention map in space and may suffer if the spatial information is missing. Hence, we propose a method which directly supervises spatial attention based on Class Activation Mapping (CAM) [9]. CAM is a common visualization tool that has been used to display discriminative regions of an input image. We directly extract the feature map corresponding to the pedestrian identity to obtain CAM. By calculating the Mean-Square Error (MSE) loss of CAM and spatial attention, the label-related spatial attention is obtained in the end-to-end training phase.

The role of channel attention is to assign weights to different channels. Hu et al. [10] compress spatial information and obtain channel descriptors by squeeze and excitation, respectively. To control the complexity of the model, the excitation operation contains dimensionality reduction which has an impact on the attention prediction. Therefore, Wang et al. [11] proposed ECA-Net to capture local cross-channel interactions by considering each channel and its $k$-nearest neighbors. It reduces the computational complexity while avoiding dimensionality reduction. However, it calculates the local dependencies and cannot obtain the relationship between all channels and classification categories. In person Re-ID research, ABD-Net [4] computes channel attention by designing a channel affinity matrix with reference to non-local spatial attention. Nevertheless, these approaches lack a powerful supervised signal that would establish the connection between channels and pedestrian labels. Additionally, channel attention often needs to be inserted into the network many times which increases computation. In order to associate the channel with pedestrian identities and avoid multiple embedding, we propose a simple yet effective approach for channel attention. We measure the effectiveness of the region that the channel focuses on by the similarity between the feature map of each channel and the CAM. Specifically, we calculate the cosine similarity between the CAM-guided spatial attention and feature maps, and map it to the Gaussian space to obtain the nonlinear channel weights. In this manner, the channels
with high similarity to the spatial attention corresponding to the pedestrian identity are assigned a larger weight. In this way, we obtain the label-related channel attention based on CAM.

Moreover, unlike the above mentioned studies that add additional trainable parameters, our work increases the performance of the model without extra parameters. This reduces the risk of model over-fitting. In contrast to the parameter-free work [12] that only proposes a spatial attention and needs to be embedded in the first three stages of the network, we propose both simpler spatial with pooling operations only and channel attention that do not require multiple embedded instances in the model. In summary, the contribution of the letter is as follows:

- We design the CAM as a supervisory signal that directly guides spatial attention to pedestrian positioning in space without the need for additional parameters.
- We propose a parameter-free channel attention to establish the relationship between channel and label and to improve nonlinear feature extraction capability.
- Our attention model is plug-and-play, and we validate the efficacy of our method by conducting extensive experiments on three well-known person Re-ID datasets.

## II. THE PROPOSED METHOD

### A. Baseline

We adapt the stage1-stage4 of ResNet50 [13] as the backbone for feature extraction. We remove the down-sampling operation of res_conv4a [14] to obtain richer features. In order to obtain the CAM more readily, we adjust the classifier in ResNet50. Firstly, the original full connected layer is removed, and then a 1×1 convolution layer with the number of output channels as the number of pedestrian identities is added before the global average pooling (GAP). In this way, the CAM $M_i$ is directly obtained by selecting the feature map corresponding to the current image identity $i$ during the forward propagation. In addition, we add a batch normalization (BN) layer [15] between the feature extraction and the classification layers to achieve better performance than the current state-of-the-art approaches.

### B. Spatial Attention

Spatial attention encodes where to emphasize or suppress information by assigning weights to each pixel based on feature importance. As shown in the bottom left of Fig. 1, we aggregate channel information from feature maps by applying both average-pooling and max-pooling operations along the channel axis. In contrast to [16], instead of utilizing a convolutional layer to integrate the two features obtained by pooling, we directly add them to obtain the spatial attention $A_s \in \mathbb{R}^{1 \times H \times W}$. With this approach, our proposed model does not contain any additional parameters. Therefore, the spatial attention is computed as

$$A_s(X) = N[N(Avg(X)) + N(Max(X))]$$

where $Avg()$ is the average pooling, $Max()$ is the max pooling, and $N()$ denotes the normalized operation, calculated as:

$$N(f) = \frac{x - \min(f)}{\max(f) - \min(f)}$$

Previous approaches to spatial attention lack effective supervision, which limits their calibration ability in space, hence we design a spatial attention supervision approach based on CAM. CAM typically has a higher response in a pedestrian region of an image, and has a very low response in the background area [17]. Its spatially weighted property allows it to serve as a strong supervisory signal for spatial attention. We judge whether spatial attention is effective by calculating its similarity to CAM. If there is a significant difference between
them, then the attention map is not effectively focused on the discriminative region of the pedestrian image.

C. Channel Attention

The feature maps of each channel extract information from different spatial regions, and the channel attention reflects the degree of this information contribution to classification. In person Re-ID, the discriminative features of the image are concentrated around the pedestrian region and the cluttered background information should be ignored. Thus the channel that extracts information from the pedestrian region should have a larger weight and the channel that extracts information from the background region should be assigned a smaller weight. Since our spatial attention is supervised by CAM, to focus more on the pedestrian region, the channel attention can be obtained by calculating the correlation between the feature maps of each channel and the spatial attention. We describe the detailed operation below.

First, we calculate the cosine similarity of the feature map $X$ to the spatial attention $A_s$, as shown in the bottom right of Fig.1. Here we need to convert the feature map $X \in \mathbb{R}^{C \times H \times W}$ into feature vectors $x_i \in \mathbb{R}^{(H \times W) \times C}$, $i = 1, 2, \ldots, C$ and the spatial attention $A_s \in \mathbb{R}^{1 \times H \times W}$ into vectors $a_s \in \mathbb{R}^{1 \times (H \times W)}$. The cosine similarity is calculated as

$$
cos \theta_i = \frac{a_s \cdot x_i}{||a_s|| \cdot ||x_i||}, \quad i \in 1, 2, \ldots, C
$$

(3)

Then we take the inverse trigonometric cosine function to obtain $\theta_i$, and finally it is substituted into the Gaussian function with $\mu = 0, \sigma = \pi$ to acquire the channel attention $A_c \in \mathbb{R}^{C \times 1 \times 1}$, which can be formulated as

$$
A_c(X) = \text{Gaussian}(\theta) = e^{-\frac{\theta^2}{2\sigma^2}}
$$

(4)

In this design, the more similar the channel feature map is to the spatial attention, the closer the angle $\theta_i$ between the two vectors is to $0^\circ$, and distributed near the vertical axis of the Gaussian function. Also, as the output of the Gaussian function increases, so too does the response of the corresponding channel, and vice versa.

Our channel attention improves the ability of our proposed model to extract nonlinear features. As CAM is the supervised signal of spatial attention, our channel attention is supervised by CAM in the process of calculating similarity.

D. Loss

To guide attention generation, we define the attention loss using mean square error (MSE) between the spatial attention map and CAM. The formula is as follows

$$
L_a = \frac{1}{HW} \sum_{h=1}^{H} \sum_{w=1}^{W} ||M_s(h, w) - A_s(h, w)||^2
$$

(5)

where $M_s$ and $A_s$ are uniformly up-sampled to the image size, i.e., $H \times W$, and the overall objective loss function is formulated as

$$
L = L_{id} + L_{tri} + \lambda L_a
$$

(6)

where $L_{id}$ is the identity loss [18], $L_{tri}$ is triplet loss [19], $L_a$ is the attention loss and $\lambda$ is hyper-parameter for balancing the three losses. We finally optimize the network model by minimizing $L$.

III. EXPERIMENTS

A. Datasets and Evaluation Metrics

We verify the effectiveness of the proposed approach on three large-scale public datasets, Market-1501 [20], DukeMTMC-ReID [21], and MSMT17 [22], by comparing with the baseline method and the state-of-the-art method. The Market1501 dataset contains 12936/19732 images of 751/750 persons for training/testing captured by 6 cameras. DukeMTMC-ReID is taken by 8 high-resolution cameras, and the training set contains 16522 images of 702 identities, the testing set includes 2228 query images and 17661 gallery images of another 702 identities. MSMT17 consists of 32621 images of 1041 persons as the training set and 93820 images of 3060 people as the testing set collected across 15 cameras, including 12 outdoor and 3 indoor. This dataset is more challenging because of its massive scale, complex scenarios, and large variation of illumination. We adopt the Cumulative Matching Characteristics (CMC) for rank-1 and mean Average Precision (mAP) as the evaluation protocol by convention.

B. Implementation Details

The proposed approach is implemented using a Pytorch framework with only one Nvidia TITAN GPU. The input images are resized to 384×128. During the training phase, we use the Adam optimizer and set the weight decay to 0.0005. The batch size is set to 32, with 4 identities in each mini-batch and 8 images for each identity. We fine-tune the classifier parameters using a total of 60 epochs. Among them, the first 10 epochs use warmup learning rate, which gradually increases from 3.5×10^{-6} to 3.5×10^{-4}. After 30 and 50 epochs, the learning rate is dropped 0.1×, i.e., 3.5×10^{-5} and 3.5×10^{-6}, respectively. The parameters $\lambda$ in Eq. 6 is set to 0.01.

C. Ablation Studies

1) Quantitative analysis: To verify the effectiveness of each component and to determine their optimal combination, we conduct several ablation studies and the quantitative performance of each module is shown in TABLE I. It can be seen that compared with the baseline model, the performance of the model that incorporates the attention mechanism is improved in all cases. When spatial attention is employed alone (S), it achieves an increase of 1.0%/1.1%/1.4% in Rank-1 and 1.6%/2.2%/4.1% in mAP using the Market-1501, DukeMTMC-ReID and MSMT17 datasets, respectively. When channel attention is employed alone (C), the Rank1/mAP increases by 1.2%/1.7% using the Market-1501, 0.9% /2.4% using the DukeMTMC-ReID and 1.9%/1.8% using the MSMT17 compared with the Baseline. This demonstrates the importance of supervised attention for improving model performance.

Further, we place the two attention modules in a sequential (S-C, C-S) or parallel (S*C) manner. As can be seen from...
retrieval results were achieved by applying a combination in the last position of the retrieval results. The full-right to one after employing the supervised channel attention which adopting the supervised spatial attention, and further reduced eight error results. It is significantly reduced to three after in Fig. 3, the retrieval result of the baseline approach has of the model through the rank list of query. As illustrated two kinds of attention simultaneously, many body parts change after adding channel attention only. Furthermore, after using the pedestrian region, but it’s not a good output. The model model with spatial attention only has paid more attention to information of most regions of the pedestrian’s body. The that the baseline focuses on the shoulders of the pedestrians, from the baseline and other attention networks. It reveals of the two attention approaches, illustrating the performance improvement of our proposed attention network for pedestrian re-identification.

2) Qualitative analysis: Fig. 2 shows the CAM output from the baseline and other attention networks. It reveals that the baseline focuses on the shoulders of the pedestrians, with slight attention to the lower extremities, ignoring the information of most regions of the pedestrian’s body. The model with spatial attention only has paid more attention to the pedestrian region, but it’s not a good output. The model can already focus on almost all body parts of the pedestrians after adding channel attention only. Furthermore, after using two kinds of attention simultaneously, many body parts change from yellow to red in CAM, and the model’s ability to spotlight pedestrian body regions is further enhanced.

In addition, we intuitively reflect the retrieval performance of the model through the rank list of query. As illustrated in Fig. 3, the retrieval result of the baseline approach has eight error results. It is significantly reduced to three after adopting the supervised spatial attention, and further reduced to one after employing the supervised channel attention which in the last position of the retrieval results. The full-right retrieval results were achieved by applying a combination of the two attention approaches, illustrating the performance improvement of our proposed attention network for pedestrian re-identification.

D. Comparison With the State-of-the-Art Methods

The performance of the proposed approach is compared with state-of-the-art methods using three datasets in TABLE II. Compared with existing attention-based and part-based methods, our proposed method exceeds the best state-of-the-art method when using the DukeMTMC-reID, and achieves competitive results when using Market1501 and MSMT17. Comparing with the current parameter-free attention method [12], we use re-rank [28] to test using the Market1501 and DukeMTMC-reID datasets, as this strategy is used in the literature. The Rank1/mAP achieves an increase of 0.3%/1.0% and 1.1%/0.5% using the Market1501 and DukeMTMC-ReID datasets respectively. This demonstrates that our proposed method still achieves good performance without training with additional parameters.

IV. CONCLUSION

We propose a CAM-guided Parameter-free Attention Network for person Re-ID. In contrast to the existing supervised

### Table I

<table>
<thead>
<tr>
<th>Method</th>
<th>Market-1501 Rank-1 mAP</th>
<th>DukeMTMC Rank-1 mAP</th>
<th>MSMT17 Rank-1 mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>93.2 82.6</td>
<td>88.1 75.3</td>
<td>76.1 51.2</td>
</tr>
<tr>
<td>S</td>
<td>94.2 84.2</td>
<td>89.2 77.5</td>
<td>77.5 52.6</td>
</tr>
<tr>
<td>C</td>
<td>94.4 84.3</td>
<td>89.0 77.7</td>
<td>78.0 53.0</td>
</tr>
<tr>
<td>S-C</td>
<td>94.0 84.5</td>
<td>89.0 77.1</td>
<td>78.3 52.7</td>
</tr>
<tr>
<td>C-S</td>
<td>93.9 84.7</td>
<td>88.8 77.4</td>
<td>78.5 52.7</td>
</tr>
<tr>
<td>S*C</td>
<td>94.7 85.1</td>
<td>89.9 78.8</td>
<td>79.3 53.7</td>
</tr>
</tbody>
</table>

### Table II

<table>
<thead>
<tr>
<th>Method</th>
<th>Market-1501 Rank-1 mAP</th>
<th>DukeMTMC Rank-1 mAP</th>
<th>MSMT17 Rank-1 mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>HA-CNN [1]</td>
<td>91.2 75.7</td>
<td>80.5 63.8</td>
<td>- -</td>
</tr>
<tr>
<td>CASN [2]</td>
<td>94.4 82.8</td>
<td>87.7 73.7</td>
<td>- -</td>
</tr>
<tr>
<td>AAANet [3]</td>
<td>93.9 83.4</td>
<td>87.7 74.3</td>
<td>- -</td>
</tr>
<tr>
<td>IANet [23]</td>
<td>94.4 83.1</td>
<td>87.1 73.4</td>
<td>75.5 46.8</td>
</tr>
<tr>
<td>PCB+RPP [24]</td>
<td>93.8 81.6</td>
<td>83.3 69.2</td>
<td>68.2 40.4</td>
</tr>
<tr>
<td>VPM [25]</td>
<td>93.0 80.8</td>
<td>83.6 72.6</td>
<td>- -</td>
</tr>
<tr>
<td>Li et al. [26]</td>
<td>90.2 82.7</td>
<td>81.0 78.0</td>
<td>- -</td>
</tr>
<tr>
<td>ResNet50+CE-SAN [8]</td>
<td>94.8 84.1</td>
<td>84.8 74.2</td>
<td>77.3 55.0</td>
</tr>
<tr>
<td>PFFN [27]</td>
<td>95.1 84.6</td>
<td>88.9 78.8</td>
<td>72.9 48.2</td>
</tr>
<tr>
<td>Ours</td>
<td>94.7 85.1</td>
<td>89.9 78.8</td>
<td>79.3 53.7</td>
</tr>
<tr>
<td>Wang et al. [12]</td>
<td>94.7 91.7</td>
<td>89.0 85.9</td>
<td>- -</td>
</tr>
<tr>
<td>Ours+re-rank</td>
<td>95.1 92.7</td>
<td>90.1 86.4</td>
<td>- -</td>
</tr>
</tbody>
</table>
spatial attention, we use CAM as the supervised signal to directly guide the generation of attention in space. Different from the current unsupervised channel attention approaches, we design a non-linear approach to establish the association between the pedestrian identity and the channel. In addition, our attention models contain no training parameters and are only inserted once in the network, reducing the computational effort and the risk of model over-fitting. Experiments on Market1501, DukeMTMC-reID and MSMT-17 show that the proposed method is effective and achieves a competitive performance.

REFERENCES