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Abstract—Receptive fields of neurons play various roles in biological neural networks. Based on a receptive field with the function of Hough transform, a spiking neural network model is proposed to detect straight lines in a visual image. Through the network, straight lines transform to corresponding neurons with high firing rates in the output neuron array. Simulation results show that straight lines can be detected by the network and firing rates of the corresponding neurons are referred to lengths of the lines. This model can be used to explain how a spiking neuron-based network can detect straight lines, and furthermore the model can be used in an artificial intelligent system.
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I. INTRODUCTION

Receptive fields of neurons can be found at different positions in the visual system and play different roles. For example, different receptive fields have been studied in [1, 2]. Biological evidence shows that receptive fields of sensory cortical neurons have some plasticity, changing in response to alterations of neural activity or sensory experience [3-5]. In order to extract features from images of an environment promptly, the visual system must be capable of adapting rapidly to changing scenes. Individual neurons in the visual cortex respond to light stimuli in receptive fields on the retina, and the structure of these receptive fields can change in different contexts [6]. The results in [6] indicate that temporal and spatial restructuring of visual cortical receptive fields may be important in controlling the resolution of visual processing in the primary visual cortex in a state-dependent way. By comparing the structure of receptive fields recorded from the different layers of the cat’s primary visual cortex, the receptive fields vary with layer in the primary visual cortex [7]. In order to read out, or decode, mental content from brain activity, a decoding method based on quantitative receptive-field models is proposed to characterize the relationship between visual stimuli and neuron activity in early visual areas [8].

A challenging goal is to apply all biological findings to artificial intelligent systems to make human-like intelligent systems. As whole neuronal circuits in the brain are too complicated to be drawn using anatomical technology, most biological findings are only refer to single neurons and local circuits in the biological nerve system. The receptive fields in the visual system can be developed by training [9-11]. During development of the visual system, the pattern of visual inputs may have an instructive role in refining developing neural circuits. How visual inputs of specific spatiotemporal patterns shape the circuit development remains largely unknown [10]. Therefore, in order to apply the findings to solve problems in artificial intelligent systems, it is required to create a structure based on the properties of single neurons and local neuronal circuits, or modeling of the biological system in a way based on electronic circuits. For example, a lot of researchers have studied simulations of the human visual system, which is called artificial vision system [12]. Based on the receptive fields inspired by biological system, different spiking neural network models were used to edge and motion detections [13, 14] and feature extraction [15]. The visual system, in which spiking neurons are basic units for information processing, has powerful intelligent functions to process visual images. It can be boldly predicted that most image processing functions can be implemented using different spiking neuron-based networks. In this paper, a spiking neural network model is proposed to detect straight lines in a visual image. Simulation results show that the straight-line detection can be completed within 100ms time if the model is implemented in fully parallel by electronic units whose processing speed is the same as biological neurons.

The remainder of this paper is organized as follows. In Section 2, the architecture of the network and receptive fields of neurons are detailed. The simulation algorithm is described in Section 3. The simulation results are shown in Section 4. Discussions are presented in Section 5.

II. ARCHITECTURE OF SPIKING NEURAL NETWORK FOR DETECTION OF STRAIGHT LINES

The brain can memorize features of various objects and then recognize the seen objects promptly. However, it is still an open question for what is exact architecture of neural network that represents the seen objects in the brain. For simplicity, an input image in our proposed model is represented by a neuron array in the x-y plan, as shown in Fig. 1. The input image usually is the outputs of the edge detection neural network [13]. Straight lines on the plan can...
be identified by a pair of parameters \((\rho, \theta)\). \(\rho\) is the distance from the line to original point \((0, 0)\), \(\theta\) is the angle related to the line as shown in Fig.1. For example, we have 
\[ \rho_1 = \sqrt{50} \text{ and } \theta_1 = 45^\circ \text{ for line } l_1, \rho_2 = 4 \text{ and } \theta_2 = 0^\circ \text{ for line } l_2. \]

![Figure 1. Straight lines in an image.](image)

Suppose that \(\rho\) and \(\theta\) are represented by a neuron array. Therefore, each neuron in the array corresponds to a straight line in the \(x-y\) plan. If we set the receptive field of each neuron in the \(\rho-\theta\) array to the corresponding line, a spiking neural network model is presented in Fig. 2. For example, neuron N1 at \((\rho=7, \theta=45^\circ)\) has excitatory synapses from a receptive field of line \(l_1\) while neuron N2 at \((\rho=4, \theta=0^\circ)\) has excitatory synapses from a receptive field of line \(l_2\). Therefore, neuron N1 responds to line \(l_1\) with high firing rate while neuron N2 responds to line \(l_2\) with high firing rate.

![Figure 2. Architecture of Spiking Neural Network Model](image)

### III. ALGORITHM FOR SIMULATION OF THE NETWORK

The Simulation results show that the conductance based integrate-and-fire model is very close to the Hodgkin and Huxley neuron model [11]. The conductance based integrate-and-fire model is applied to the aforementioned network model. Let \(S_{x,y}(t)\) represent spike train from \(x-y\) array.

\[
S_{x,y}(t) = \begin{cases} 
1 & \text{if neuron(x,y) fires at time } t. \\
0 & \text{if neuron(x,y) does not fire at time } t.
\end{cases}
\] (1)

Let \(g_{ex(x,y)}(t)\) represent the dynamic conductance for excitatory synapses. According to the conductance based integrate-and-fire neuron model [11-17], the conductance of the excitatory synapse is governed by

\[
\frac{dg_{ex(x,y)}(t)}{dt} = -\frac{1}{\tau_{ex}} g_{ex(x,y)}(t) + q S_{x,y}(t),
\] (2)

where \(q\) is a peak conductance of a synapse, \(\tau_{ex}\) is the time constant of excitatory synapses. Neuron \((\rho_n, \theta_n)\) at visual image neuron array is governed by

\[
c_m \frac{dv_{\rho_n, \theta_n}(t)}{dt} = g_l (E_l - v_{\rho_n, \theta_n}(t)) + \sum_{(x,y) \in RF_{\rho_n, \theta_n}} \frac{w_{ex(x,y) \rightarrow \rho_n, \theta_n} g_{ex(x,y)}(t)}{A_{ex}} (E_{ex} - v_{\rho_n, \theta_n}(t)),
\] (3)

where \(v_{\rho_n, \theta_n}(t)\) is the membrane potential of neuron \((\rho_n, \theta_n)\), \(E_{ex}\) is the reverse potential for excitatory synapses, \(c_m\) represents a capacitance of the membrane, \(g_l\) represents the conductance of membrane, \(ex\) is short for excitatory, \(A_{ex}\) is the membrane surface area connected to a excitatory synapse, \(RF_{\rho_n, \theta_n}\) represents a receptive field corresponding to a line on the \(x-y\) plan, \(w_{ex(x,y) \rightarrow \rho_n, \theta_n}\) is a connection weight from neuron \((x,y)\) to neuron \((\rho_n, \theta_n)\). The neuron model is simulated by the Euler method using a time step of 0.1 ms. When the potential \(v_{\rho_n, \theta_n}(t)\) is larger than threshold \(v_{th}\), the neuron generates a spike and proceeds to refractory period for time \(\tau_{ref}\). After the refractory period the neuron will start to integrate inputs from a potential \(v_{\text{rest}}\).

\(w_{ex(x,y) \rightarrow \rho_n, \theta_n}\) can be set according to Hough Transform [18,19] as follows.

\[
w_{ex(x,y) \rightarrow \rho_n, \theta_n} = \begin{cases} 
1 & \text{if } \rho_n = x \cos(\theta_n) + y \sin(\theta_n), \\
0 & \text{if } \rho_n \neq x \cos(\theta_n) + y \sin(\theta_n).
\end{cases}
\] (4)

Neuron \((\rho_n, \theta_n)\) generates a spike train that is represented by

\[
S_{\rho_n, \theta_n}(t) = \begin{cases} 
1 & \text{if neuron(\rho_n, \theta_n) fires at time } t. \\
0 & \text{if neuron(\rho_n, \theta_n) doesn't fire at time } t.
\end{cases}
\] (5)

The firing rate of the output neuron array can be calculated by
\begin{equation}
r_{\rho, \theta}(t+T) = \frac{1}{T} \sum_{t} S_{\rho, \theta}(t). \tag{6}
\end{equation}

The peaks of firing rates in the output array correspond to the straight lines in the \(x-y\) array. However, based on this algorithm, a large weight array \(w_{w_{x,y}}(\rho, \theta)\) will be encountered. For example, suppose that dimension \(x_{\text{max}} \times y_{\text{max}}\) of \(x-y\) array is 500×500. The largest \(\rho\) is as follows.

\[\rho_{\text{max}} = \sqrt{x_{\text{max}}^2 + y_{\text{max}}^2} = \sqrt{500^2 + 500^2} = 707. \tag{7}\]

Resolution of \(\theta\) is set to 1°. The dimension of the \(\rho-\theta\) array is 180×1414. The dimension of \(w_{w_{x,y}}(\rho, \theta)\) is 500×500×180×1414. In order to avoid the large number of connections, delivery fields of neuron \((x, y)\) is defined as a set of neurons whose labels \((\rho_n, \theta_m)\) are satisfied \(\rho_n = x \cos(\theta_m) + y \sin(\theta_m)\). The spike trains are deliver to the neurons in the delivery fields instead of all neurons in the \(\rho-\theta\) array. Therefore simulation is speeded up.

### IV. RESULTS OF THE SIMULATION

The model has been simulated using Matlab program. In the simulation, the parameters are set as follows: \(v_{ih} = -60\) mv. \(v_{reset} = -70\) mv. \(E_{ext} = 0\) mv. \(E_{inh} = -75\) mv. \(g_{\ell} = -70\) mv. \(g_l = 1.0\) \(\mu\)s/mm². \(c_l = 8\) nF/mm². \(\tau_{\ell} = 4\) ms. \(A_{\ell} = 0.03125\) mm². \(g_l = 1.0\) us/mm². \(T = 100\) ms. \(q = 0.0006.\) \(t_{ref} = 3\) ms. These parameters can be adjusted to get good quality of output image. Each neuron corresponds to a pixel on the \(x-y\) array. Each neuron on the line generates a Poisson spike train with mean frequency 60 Hz, as shown in Fig. 3.

In this case, the neuron with the peak firing rate is Neuron \((135, 113)\). As \(\rho_{\text{max}} = \sqrt{50^2 + 60^2} = 78\) is set according to the dimension of the \(x-y\) array, the \(\rho-\theta\) array should be set 156 rows and 180 columns corresponding to \(\rho\) and \(\theta\) respectively. Suppose that Row 78 corresponds to \(\rho = 0\). The rows less than 78 correspond to \(-\rho\). Analogy, suppose that column 90 is set to correspond to \(\theta = 0\), and then the columns less than 90 correspond to \(-\theta\). Therefore, Neuron \((135, 113)\) correspond to \(\rho = 35\) and \(\theta = 45^\circ\). This is comparable with the Hough Transform shown in Fig. 5.

If the line in Fig. 3 is presented to the network model, a firing rate map is obtained in the \(\rho-\theta\) array as shown in Fig. 4(a) or (b). Firing rate map (a) is obtained using \(q = 0.01\), while firing rate map (b) is obtained using \(q = 0.0006\). It can be seen that a line in the \(x-y\) array can be represented by one peak-firing-rate neuron in the \(\rho-\theta\) array. Reducing parameter \(q\), we can only see firing of the corresponding neuron as shown in Fig. 4(b).
In order to investigate the properties of this network, we have presented to the network a pattern with multiple lines with different length to the network as shown in Fig. 6(a). A firing rate map is obtained in Fig. 6(b). Peak-firing-rate neurons are obtained in the column 90 that corresponds to $\theta = 0^\circ$ for all lines. The largest peak-firing-rate neuron is Neuron (90, 237).

In this case, $\rho_{\text{max}} = 142$. Suppose that row 142 corresponds to $\rho = 0$. Neuron (90, 237) corresponds to the line with $\rho = 95$ and $\theta = 0^\circ$. The least peak-firing-rate neuron is Neuron (90, 177) corresponding to the line with $\rho = 35$ and $\theta = 0^\circ$. There are no firing neurons corresponding to the lines at $\rho = 30, 25, 20, 15, \text{ and } 10$. This means that lines shorter than the line at $\rho = 35$ cannot be detected by the network with the parameters. By adjusting the parameter $q$ or $v_{th}$, we can determine how long a line can be detected by the network. In this case, a line longer than the line at $\rho = 35$, which is 35 pixels, can be detected by the corresponding neuron with a peak-firing-rate about 20 Hz. The longer the line is, the higher the corresponding neuron fires. Length of line at $\rho = 95$ is 95 pixels. The firing rate of the corresponding neuron is about 160 Hz. The firing rate vs length of a line is shown in Fig. 7. The value $q$ is determined according to how long of the line should be detected. The larger the value $q$ is, the shorter the detectable line is. The value $q$ vs the shortest detectable line is shown in Fig. 8.

V. DISCUSSIONS

This paper presents a spiking neural network model in which each neuron in the output array responds to a specific line in a visual image. The spiking rates of the neurons correspond to lengths of specific lines. By adjusting the parameters, the neurons can ignore the lines that are shorter than a specific value. Based on an implementation of large scale parallel spiking neural networks, the principle can be used in artificial intelligent systems. The principle can also be used to explain how a spiking neuron based network can perform the Hough-like transform and detects straight lines. However, there are still discussion questions that would be studied further. Firstly, how the model can exist in the biological visual system, for example, the visual cortex layers [7]. Secondly, it seems that the receptive field is possible to be developed based on the principle of spike timing dependent plasticity of synapses [9]. Finally, there are different receptive fields in the visual system and we need to investigate how the visual system can switch among...
the different receptive fields in response of different visual images.
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