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Abstract—Classification of cancers according to the exact place of origin in the body is an important research problem that is being addressed both clinically and computationally. Application of data science and machine learning to a vast volume of imaging and genomics data regarding cancers has enabled computational researchers to accurately classify the tumor samples according to their place of origin. In current work, we developed a method to classify tumors using partial least squares regression as feature selector and support vector machine classifiers. We have evaluated our approach on three cancer gene expression datasets and found classification accuracies of 100% in some circumstances. The comparison is conducted with standard classification methods like Decision Trees and simple Support Vector Machines with respect to standard performance parameters and the time taken for classification. The comparison in terms of training and testing accuracies and the time taken for classification results show that our method performs consistently better than conventional methods.
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I. INTRODUCTION

For many years, clinical research has been focusing on the study of cancers and drug discovery towards their treatment. Accurate differentiation among various types of cancers is advantageous in deciding the most appropriate course of treatment for the patient with minimum generalized toxicity. Tumors have been found to be molecularly varied in terms of types and subtypes, therefore, would benefit by a varied course of treatment and drugs. The course of treatment for a cancer hugely depends on its accurate diagnosis and classification. This is also critically important when pursuing drug discovery research. DNA microarray technology [1] has provided genome wide expression levels of genes corresponding to normal and cancerous tissues. This data is used by computational researchers to analyze various patterns, abnormalities, influences and regulations among the genes [1,2,3,4]. Researchers have developed various methods for dimensionality reduction [2,3], analysis and classification of this data. These methods help with not only classification of various tumor types but also subtype classification.

The methods for classification include machine learning, information theoretic methods, statistical and probabilistic methods. Machine learning approaches like artificial neural networks (ANN), support vector machines (SVM), random forest (RF), etc., are used widely for classification tasks for cancer gene expression profiles [2, 13, 14, 20].

The method proposed in this paper uses partial least squares regression for feature selection and provides a simple and straight forward algorithm for selecting the most relevant features. This approach works well with both two class as well as multiclass cancer classification tasks. The classification of cancer is sometimes a two-class classification problem, and often a multi-class problem. Some classification methods work well for binary classification while some methods give better results for multi-class problems. Gene expression data [1] is a very high dimensional data, the sample size is much less than the dimensionality. Most of the genes present in datasets are irrelevant to classification [21-25] of the cancers, hence, they need to be identified and dropped from the set, reducing the overall dataset dimensionality, thus, reducing the computational overload during analysis. This is done by the process of feature selection or gene selection. Since cancer classification is a biological problem that is being solved computationally, the results obtained must be relevant biologically.

The rest of the paper is organized as follows: Section II discusses the background and the problem statement, Section III talks about the proposed work, and Section IV discusses the results & a discussion thereon. In Section V we conclude the paper and provide the scope for future work.

II. BACKGROUND AND PROBLEM STATEMENT

A. Background

A human cell has its functioning and life cycle encoded into its nucleus in the form of DNA and RNA which are the repeating sequences of four bases. Central dogma of cell biology tells that the process of transcription generates RNA from DNA and the process of translation generates amino acid sequences, hence the proteins, from RNA. RNA is of two main types - the messenger RNA (mRNA) and the transfer RNA (tRNA). Gene expression is the process of transcription of DNA into mRNA. Therefore, the gene expression value is an indicator of the number of copies of RNA manufactured with the cell and also the protein
synthesized. Various conditions of environment, disease, stress, lifestyle, etc. have been shown to change the expression levels, hence behavior of a cell. Thus, gene expression patterns can be used to distinguish between a normal and a diseased state of a cell. A DNA array containing m number of genes on a chip, produces m number of expression ratios. Numerator of this ratio is the expression value of a gene ‘k’ in diseased state or abnormal circumstances, and the denominator represents the expression value of the same gene under the controlled settings or normal conditions.

B. Related Works

Golub et al. [1], did early work in the field of computational cancer data analysis for classification of cancers using information theoretic measures. They classified the gene expression profiles into two subtypes of leukemia, Acute Lymphocytic Leukemia (ALL) and Acute Myelocytic Leukemia (AML).

Guyon et al. [2], used a wrapper approach called recursive feature elimination with a SVM classifier as a validator of the selected feature set. Although filter approaches work effectively for the task of cancer classification, the wrapper methods like recursive feature elimination select the subset most suitable to the machine learning task to be attempted. Lê Cao et al. [3] also employed a wrapper method which is a variation of Partial least squares regression, known as “sparse partial least squares discriminant analysis” for feature selection from public microarray datasets. This approach was found to be computationally effective and gave more interpretable results. In [4], M. Masud Rana et al. have used a wrapper method called “minimum redundancy maximum relevance” for selecting feature subsets containing features with least mutual redundancy and highest relevance to the output class label. Nancy et al. [5], applied an evolutionary algorithm called Ant colony optimization combined with adaptive network fuzzy inference system for automatic and fast feature selection. This is a complex method and incurs a heavy computational overload. Shukla et al. [6], have used a distributed approach to feature selection for cancer subtype detection for “Diffuse Large B cell Lymphoma (DLBCL)” dataset and the classification is performed using SVMs, naïve Bayes, k- nearest neighbor, as well as the Decision Tree classifiers. H. Yanhao [7], have studied sparsity of gene expression profiles and proposed a sparse group LASSO technique for feature selection. They employ SVM as classifier. They have tested the approach on gene expression data, MiRNA and DNA methylation data as well. Xiaohong et al. [8], developed a two-phase feature selection for the task of cancer classification. Their algorithm iteratively reduces the size of selected genes, with a result of the approach finding less than 1.5% of the original number of features as selected genes. Morais-Rodrigues et al. [9], have used logistic regression on breast cancer gene expression data for classification without applying feature selection. Loey et al [10], have used information gain (IG) for feature selection from breast and colon cancer gene expression datasets. The selected genes are further shortlisted using the grey wolf optimization (GWO). The classification is conducted using SVMs on breast and colon data, which improved the stability of classification accuracy and feature selection. This also is a two phase wrapper feature selection approach. Akhand et al. [11], have employed feature selection by minimum redundancy maximum relevance algorithm and applied various classifiers like a neural network classifier, Naïve Bayes, Decision Tree on benchmarks datasets. Almugren et al. [12], present a survey of recent hybrid methods that have been used for feature selection and classification.

C. Problem Statement

To differentiate profiles into two categories – cancerous or non-cancerous is a two class classification problem. When the objective is to differentiate the profiles into subtypes of a cancer, the problem becomes a multiclass classification problem. This problem is mathematically stated as follows: Let the random variables $X_i$, $X_j$, $X_n$ represent the expression ratios of the genes $G_i$, $G_j$, ..., $G_n$ respectively. The domain of $X_i$ is the range of expression values of $G_i$. The label of each gene expression profile is its class, represented by $C$. A random variable, $C$ takes one of the $K$ possible values, if there are $K$ subtypes of a cancer.

The expression profile of a sample $S$ is a tuple ‘$t$’, of size $m$, containing the expression values of all ‘$m$’ genes of a genome in that sample.

$$ t = \{X_1.value, X_2.value, ..., X_m.value\} \quad (1) $$

Mathematically, the cancer classification problem can be stated as follows:

Consider a training set

$$ T = \{(t_1, c_1), (t_2, c_2), (t_3, c_3), ..., (t_n, c_n)\} \quad (2) $$

Where $n$ is the sample size, $t_i$ is m-dimensional gene expression profile for ‘$m$’ genes,

$$ t_i = (t_i, X_1, t_i, X_2, ..., t_i, X_m) \quad (3) $$

‘$c_i$’ is the label of ith tuple, $c_i \in dom(C)$.

As sample size, $m$, is much smaller than number of genes, therefore $m \gg n$. R is the test set $= \{r_1, r_2, ..., r_k\}$ where each $r_i$ is the full expression profile of length ‘$m$’ of gene ‘$i$’. The form of each ‘$r_i$’ is a tuple of length $m$, such that

$$ r_i = (r_i, X_1, r_i, X_2, ..., r_i, X_m) \quad (4) $$

Where $X_i$ is an expression value of gene ‘$i$’. The problem is to find a classification function that maximizes the accuracy of classification on test set $R$.

D. Our Contributions

The original contributions of this paper to the field of feature selection are as follows –

1. We have modified Partial least squares regression algorithm to work on very high dimensional cancer gene expression datasets. We obtained 5, 10, 20 and 50 top ranked genes from three benchmarks cancer gene expression data sets.

2. We have done an exhaustive comparison on testing accuracy obtained from the SVM classifier by training it on very few genes from each gene expression dataset to establish the effectiveness of feature selection technique used.
We have compared the performance of 4 different kernels of SVM when trained very few features and established that linear kernel performs the best with just 20 features in 2 of the 3 datasets used.

III. PROPOSED WORK

In this section, we present the proposed approach for feature selection and classification of cancer gene expression datasets. Details of the proposed algorithm, the datasets used, and experimental details are all outlined.

A. Datasets

We used 3 publicly available cancer gene expression datasets to test the classification performance of our algorithm, with each dataset representing a different type of cancer, namely, leukemia[1, 23], small round blue cell tumors (SRBCT) [24] and colon cancer [25]. Details of the datasets are as follows.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>No. of Genes</th>
<th>No. of Samples</th>
<th>No. of Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leukemia</td>
<td>3571</td>
<td>72</td>
<td>2</td>
</tr>
<tr>
<td>SRBCT</td>
<td>2308</td>
<td>83</td>
<td>4</td>
</tr>
<tr>
<td>Colon</td>
<td>2000</td>
<td>62</td>
<td>2</td>
</tr>
</tbody>
</table>

B. Proposed Method

1) Feature Selection

Feature selection on high throughput gene expression data selects relevant genes that influence the diagnosis of samples or characterize the disease. We have proposed the use of partial least squares regression (PLS) [15] for relevant feature selection from gene expression data. PLS uses latent variables as indicators of the relationships among response variables and predictors. It is resistant to multi-collinearity, noise, high dimensionality and the cases when the number of dimensions is much higher than the number of samples as is the typical case with gene expression data. In this regression, the predictors matrix X with dimensions n*k and target matrix Y with dimensions n*m can be modelled as follows –

\[
X = TP^T + E
\]

\[
Y = UQ^T + F
\]

\[
u_{ja} = b_j t_a + h
\]

Where \(A\) is the number of “latent variables”, \(T = (t_1, t_2, ..., t_A)\) and \(U = (u_1, u_2, ..., u_A)\) are latent variable scores of X and Y. T is a projection of X and U is a projection of Y with same dimensions as A and Y respectively. P and Q are orthogonal loading matrices calculated by non-linear iterative partial least squares method. E and F are errors with a random variables with normal distribution. Eq. 5 and Eq. 6 are the outer relation between T and U, \(b_a\) is the regression coefficient of \(u_a\). Eq. 7 is the inner relation between U and T, E, F, and h is the error in X, Y and \(u_a\).

Cross validation procedure has been employed to reduce the prediction error. The proportion of variance explained by each latent variable determines the total number of latent variables used in PLS regression and it is an important parameter that determines accuracy of prediction. The contribution of each gene to the class label is determined by decomposing the sum of squares of the gene expression values, where the total sum of squares of latent variables has two components: “sum of squares of regression”; and “sum of squares of error”. Sum of squares (SS) is the square of difference between actual value of predicted variable, y, and its mean.

\[
SS = SSR + SSE
\]

Where SS or SS(Y) is the “total sum of squares” of latent variables, SSR is sum of squares of regression, SSE is sum of squares of error.

The importance of each gene in the input gene expression matrix is calculated by PLS as given in (9).

\[
Gl_j = \sqrt{\frac{k \sum a w_{ja} b_a^2 c_j^2 t_a}{\sum a b_a^2 t_a^2 t_a}}
\]

Where \(Gl_j\) is the gene importance of jth gene in the gene expression dataset, \(w_{ja}\) is the weight of the jth gene to the a\(^{th}\) latent variable. The weight is obtained by applying the nonlinear iterative partial least squares algorithm given as follows –

1. Given the gene expression matrix X, select a column vector \(x_i\) and copy it to vector \(u_i\);
2. Project matrix X onto \(u_i\) to find the loading \(v\);
3. Normalize \(v\) to length 1;
4. Copy the old scores in \(u\) to another vector \(u_{old}\) and project \(X\) to \(v\) to find updated score vector \(u\);
5. For convergence check, calculate difference vector \(d\) between previous scores and current ones. If magnitude of \(d\) is larger than the threshold, repeat from step 2;
6. Remove estimated product of the scores and loadings from \(X\) and store the remaining values in matrix \(E\);
7. Repeat the procedure with \(E\) as new \(X\) to find other principal components.

Therefore, the gene matrix X was broken into a score matrix T, a loadings matrix P and an error matrix E. The class matrix Y is broken into components U and Q and the error term F. PLS minimizes the norm of F while retaining correlation of X and Y by means of inner relation U. Optimum number of principal components, a, is determined by cross validation. The best model is one that has the least value of predictive error sum of squares and the minimum size of selected genset.

2) Classification

For classification of gene expression profiles, an SVM is used. An SVM is a kernel method that uses dot products of original data in a higher dimensional feature space, and often used with linear, sigmoid, quadratic, polynomial, radial basis function (RBF) or exponential RBF kernels. The kernel function determines the feature space used by the classifier. SVMs use the principle of large margin of separation for classification into separate classes. Thus, the SVM is an extended perceptron with margins, feature expansion and kernel trick. The margin is the shortest perpendicular distance
of an input vector from the decision or class boundary. A positive margin means a correctly classified input vector while a negative margin means a wrongly classified vector.

Feature expansion is achieved by adding new features, which are products of higher powers of original input features. The classifier function is now a nonlinear function for original input features but linear for the expanded feature space. The decision boundary is now a nonlinear surface. A polynomial feature expansion of degree \( k \) on an input feature vector of size ‘\( n \)’ gives \( O(n^k) \) new features. RBFs generate a much larger number of new features. In order to optimize in the presence of a large number of features, the kernel trick is used as follows:

1. Compute one Lagrange multiplier for each input gene expression vector;
2. Calculate optimal weights in terms of linear combinations of rows;

This algorithm balances two goals of minimizing the error in prediction and keeping the model as simple as possible using regularization, known as structural risk minimization. The classifier applies a kernel trick for high dimensional gene expression data which is linearly inseparable, which means that there is no need to compute exact data transformations, i.e. only inner products in higher dimensions is computed and getting inner products is easier than getting exact data points in higher dimensions.

3) Cross Validation
In order to prevent over fitting while training the classifier, each of the input gene expression datasets was divided into a training set (T) and testing set (R), with a 70 percent and 30 percent ratio respectively. K-fold cross validation was performed on the data, with \( k = 5 \) and \( k = 10 \).

4) Performance Parameters
In the case of classification algorithms, a true positive (TP) is considered when the algorithm correctly predicts a label as positive, a true negative (TN) occurs when the model correctly predicts the negative class of the sample, i.e. both the actual and the predicted class labels are negative, a false positive (FP) is an output when the algorithm predicts a label as positive when it is actually negative, and a false negative (FN) is the case when the algorithm predicts the label to be negative when it actually is positive. A confusion matrix is an \( n \times n \) table that shows correlation between the actual labels and the predicted labels for \( n \) classes; ‘\( n \)’ is 2 for binary classification. The algorithm reaches training convergence as the training loss and validation loss stabilize. The proposed classification algorithm was evaluated on the basis of the following parameters –

1. Accuracy (ACC) – Classification accuracy is the ratio of number of correctly classified samples in the input data set to total number of samples in it. A true positive (TP) is a classifier output where actual class is positive and prediction is also positive. A true negative (TN) is a classifier output where actual class is negative and classifier also predicts a negative class. A false positive (FP) is a when actual class is negative but the classifier predicts positive, similarly a false negative (FN) is when actual class is positive but the classifier predicts negative.

\[
ACC = \frac{TP + TN}{TP + TN + FP + FN}
\]

2. Precision – Precision of a classification model measures the frequency of correct prediction of the positive class.

\[
PR = \frac{TP}{TP + FP}
\]

3. Recall – Recall of a classifier measures the ratio of correctly predicted labels in the positive class.

\[
RC = \frac{TP}{TP + FN}
\]

4. F1 Score – This metric is the harmonic mean of precision and recall, given by

\[
F1 = 2 \times \frac{PR \times RC}{PR + RC}
\]

Figure 1 shows the structure of a Support Vector Machine (SVM) classifier. \( X \) are the input vectors that are transformed into higher dimensions by the Kernel functions into a space where linear separation can be carried out. The transformed vectors are multiplied by weights, the output of an SVM is the weighted sum of all inputs and a bias. As presented in Figure 2, feature selection through partial least squares regression is applied on the input gene expression data with original number of genes available in the data sets. Four kernels were applied to the SVM for classification with the entire original gene set, then with 5, 10 and 20 top selected genes. The resulting performance of the classifier throughout all experiments conducted is presented in Section IV.
IV. RESULTS AND DISCUSSION

Three input gene expression datasets, viz. Leukemia SRBCT and colon were fed as input to four classification algorithms, viz. SVM with linear kernel, SVM with RBF kernel, SVM with polynomial kernel and SVM with Sigmoid kernel to note the classification accuracy and other performance parameters defined in Section II. Thereafter, the feature selection was applied on the datasets to obtain top ranked 5, 10, 20 and 50 genes. Next, all four kernel SVMs were applied on reduced feature input sets and the performance parameters were recorded. Feature selection module was implemented in R and the classification module was implemented in Python. On application of the proposed PLS regression based feature selection approach to the three datasets we obtained 4 gene subsets for each of the input data sets. For the Leukemia dataset, the gene IDs in each subset selected by the PLS were subset with 5 best genes, subset with 10 best genes, subset with 20 best genes and the subset with 50 best genes. Similarly for the other two datasets, we obtained four gene subsets for evaluation with the SVM classifier. Figures 3, 4 and 5 show the comparison of training times required for each SVM kernels on the colon, SRBCT and leukemia datasets respectively. In all datasets, we observe that the linear kernel takes the maximum time while the sigmoid kernel takes the minimum amount of time for completing the training.

In Table 2 we have presented a comparison of classification accuracy on test data set for three input gene expression datasets. We trained the classifiers using the original set of features in each of the three data sets, then using top 5 features, top 10 features, top 20 features and top 50 features. In all cases of input feature set, the Linear SVM, RBF SVM, Polynomial SVM with degree 4 and Sigmoid SVM classifiers were employed. It is observed that which we get almost 100% accuracy with full feature set, top 20 features and top 50 features also give almost 100% accuracy with Linear SVM for SRBCT and Colon datasets.

| Table 2 | COMPARISON OF CLASSIFICATION ACCURACY ON 3 DATASETS

---

**Figure 2.** Schematic Representation of the proposed approach

**Figure 3.** Comparison of Training Times using 4 SVM kernels on Colon dataset

**Figure 4.** Comparison of Training Times using 4 SVM kernels on SRBCT dataset

**Figure 5.** Comparison of Training Times using 4 SVM kernels on Leukemia dataset
needed to avoid overfitting. Since gene expression data typically contains a much greater number of features than the samples, the regularization is an attractive choice. New and custom kernel functions can be easily applied as new and custom kernel functions can be easily applied. The proposed approach works effectively in high dimensional and high dimensional gene expression data classification with nonlinear relationship among the genes, utilizing the top 10 selected features in SRBCT and Leukemia datasets and at 20 best features for colon dataset. Linear kernel is seen as the best method based on classification accuracy in all datasets. As future work, the method will be tested on the combination of multi-modal data i.e. gene expression data along with RNA sequence data, further improving clinical relevance of the obtained results.

In Table 3, we have shown the average classification accuracy obtained for 9 combinations of feature selection and classification algorithm pairs for the three datasets – leukemia, SRBCT and colon cancer. For this comparison, the classification algorithms were trained on the ten best features selected by the feature selection algorithm. This comparison presents both the training and testing accuracy.

V. CONCLUSION

Computational cancer classification is an important and complex research problem given the nature of input data. In this paper, we have used microarray gene expression data as input for classification into tumorous and non-tumorous classes in two datasets and multiclass classification in SRBCT dataset as it involves four sub classes. The input data is high dimensional and the number of samples is much less. We applied partial least squares regression to reduce the number of genes required for classification, where SVM with various kernels was used as the classification algorithm. We demonstrated the higher accuracy levels achieved with the proposed method when compared to the other existing methods. Best performance is achieved when utilizing the top 10 selected features in SRBCT and Leukemia datasets and at 20 best features for colon dataset. Linear kernel is seen as the best method based on classification accuracy in all datasets. As future work, the method will be tested on the combination of multi-modal data i.e. gene expression data along with RNA sequence data, further improving clinical relevance of the obtained results.
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<table>
<thead>
<tr>
<th>Feature Selection</th>
<th>Classification Algorithm</th>
<th>(Training Accuracy, Testing Accuracy) for best 10 features</th>
</tr>
</thead>
<tbody>
<tr>
<td>PLS</td>
<td>DT</td>
<td>(100%, 100%)</td>
</tr>
<tr>
<td>PLS</td>
<td>RF</td>
<td>(46%, 23%)</td>
</tr>
<tr>
<td>Mutual Information</td>
<td>Linear SVC</td>
<td>(60%, 61%)</td>
</tr>
<tr>
<td>Mutual Information</td>
<td>DT</td>
<td>(100%, 100%)</td>
</tr>
<tr>
<td>Mutual Information</td>
<td>RF</td>
<td>(82%, 84%)</td>
</tr>
<tr>
<td>RFE</td>
<td>Linear SVC</td>
<td>(47%, 46%)</td>
</tr>
<tr>
<td>RFE</td>
<td>DT</td>
<td>(100%, 100%)</td>
</tr>
<tr>
<td>RFE</td>
<td>RF</td>
<td>(84%, 92%)</td>
</tr>
</tbody>
</table>

From the results, we find that the features selected using PLS regression give a good classification performance for these datasets. We have observed classification testing accuracy of 100% on the colon dataset with Linear Kernel with just 20 selected features, a testing accuracy of 100% on both the SRBCT and leukemia dataset with just 10 selected features and linear kernel. We can say that the linear kernel SVM works best for the classification task used on gene expression datasets with just 10 features. The proposed approach works effectively in the high dimensional gene expression data classification with nonlinear relationship among the genes, with calculations using support vectors reducing the memory consumption. The proposed method is flexible and extensible as new and custom kernel functions can be easily applied. Since gene expression data typically contains a much greater number of features than the samples, the regularization is needed to avoid overfitting.

### TABLE 3

<table>
<thead>
<tr>
<th>Leukemia Dataset</th>
<th>Number of Features Selected</th>
<th>Linear SVM</th>
<th>RBF SVM</th>
<th>Polynomial SVM degree 4</th>
<th>Sigmoid SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>77%</td>
<td></td>
</tr>
<tr>
<td>Top 5</td>
<td>75%</td>
<td>78%</td>
<td>76%</td>
<td>58%</td>
<td></td>
</tr>
<tr>
<td>Top 10</td>
<td>90%</td>
<td>90%</td>
<td>85%</td>
<td>85%</td>
<td></td>
</tr>
<tr>
<td>Top 20</td>
<td>91%</td>
<td>100%</td>
<td>77%</td>
<td>90%</td>
<td></td>
</tr>
<tr>
<td>Top 50</td>
<td>100%</td>
<td>89%</td>
<td>84%</td>
<td>95%</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SRBCT Dataset</th>
<th>Number of Features Selected</th>
<th>Linear SVM</th>
<th>RBF SVM</th>
<th>Polynomial SVM degree 4</th>
<th>Sigmoid SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>77%</td>
<td></td>
</tr>
<tr>
<td>Top 5</td>
<td>78%</td>
<td>64%</td>
<td>76%</td>
<td>76%</td>
<td></td>
</tr>
<tr>
<td>Top 10</td>
<td>100%</td>
<td>92%</td>
<td>85%</td>
<td>79%</td>
<td></td>
</tr>
<tr>
<td>Top 20</td>
<td>100%</td>
<td>100%</td>
<td>77%</td>
<td>53%</td>
<td></td>
</tr>
<tr>
<td>Top 50</td>
<td>100%</td>
<td>100%</td>
<td>90%</td>
<td>70%</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Colon Dataset</th>
<th>Number of Features Selected</th>
<th>Linear SVM</th>
<th>RBF SVM</th>
<th>Polynomial SVM degree 4</th>
<th>Sigmoid SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full</td>
<td>92%</td>
<td>85%</td>
<td>85%</td>
<td>70%</td>
<td></td>
</tr>
<tr>
<td>Top 5</td>
<td>73%</td>
<td>62%</td>
<td>77%</td>
<td>62%</td>
<td></td>
</tr>
<tr>
<td>Top 10</td>
<td>80%</td>
<td>79%</td>
<td>85%</td>
<td>62%</td>
<td></td>
</tr>
<tr>
<td>Top 20</td>
<td>100%</td>
<td>85%</td>
<td>80%</td>
<td>77%</td>
<td></td>
</tr>
<tr>
<td>Top 50</td>
<td>100%</td>
<td>95%</td>
<td>100%</td>
<td>65%</td>
<td></td>
</tr>
</tbody>
</table>


