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Abstract

This paper proposes a method for aggregating the information contained in

sets of Time Series (TS) into a Fuzzy Time Series (FTS). First, an aggregation

technique is defined, which is based on the algorithm known as Kernel Density

Estimation (KDE) which reconstructs the probabilistic density function of a set

of points, in this case a TS. Second, to operate with FTS, an algebraic framework

is created based on Zadeh’s extension principle and as a result of operating

with FTS, a new FTS is obtained, which allows obtaining richer information

and operating under conditions of uncertainty. Finally, the operations needed

to compute the membership function of any TS in the aggregated FTS are

introduced too. As a use case, it is proposed to work with sets of TS in the supply

and demand domain, in such a way that information regarding the satisfaction

of demand over time can be extracted. The specific application domain chosen

will be that of the electricity market, analysing the consumption of buildings

and their self-generation of energy to obtain information about the dependence

on the electricity grid.
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1. Introduction

A TS is a set of regular time-ordered observations of a quantitative char-

acteristic of a phenomenon measured at successive points in time. Song and

Chissom [1] laid the foundations of FTS, which has been used extensively in

recent years. FTS values are fuzzy sets [2, 3] and there is a relationship be-5

tween current time observations and previous time observations. The use of

fuzzy sets for time series modelling allows not only to incorporate the ability of

fuzzy models to approximate functions but also to add the readability associ-

ated with linguistic variables that makes them more accessible to the analysis of

non-experts in the field of application. Chen [4] evolved the foundational work10

mentioned above by dividing the universe of discourse of the TS into intervals

or partitions, which would be fuzzy sets. This allows learning the behaviour

of each area by extracting rules from the patterns of the series that specify

the way in which the partitions relate to each other along the time dimension.

As an alternative to Type-1 FTS models where the membership functions are15

represented by ranges of values from zero to one and therefore each element of

the universe of discourse is assigned a degree of membership in that range, we

propose as degree of membership the use of fuzzy sets. This makes it possible to

express more information and to address problems where uncertainty appears,

in the specific case of TS, this uncertainty could be associated with noise or20

non-stationarity. In our proposal, sets of TS are summarised into a single FTS.

This reduction of the data is based on the concept of aggregation and one of

the greatest advantages of TS aggregation is that it allows the visualisation of

the main trend of several series in a direct way by summarising several series

by a single one. In this work, the aggregation is obtained by using KDE [5, 6],25

a non-parametric method to estimate the probability density function of a ran-

dom variable. Once the sets of TS are summarized into a FTS, a framework

is established for the operation between them. For this purpose, Zadeh’s ex-
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tension principle [2] is used to construct operations between FTS, i.e. to define

the operability between FTS. Furthermore, the computation of the membership30

function of any TS to the aggregated FTS is defined. As a use case, our pro-

posal is applied to a specific type of series: series with supply and demand data

for a product or good. There is a large amount of work linked to this type of

series in fields as diverse as energy [7, 8, 9], mobile crowdsourced service supply

and demand at a given time and space [10], balance of higher education [11],35

supply chain management [12]. Energy is chosen as the field of application of

this proposal.

1.1. Major contributions

As major contributions of this proposal we highlight:

• Novelties with respect to time series aggregation: We build on the concepts40

of Song’s work [1] and move away from the use of classical, mainly sta-

tistical, aggregation techniques. This allows retaining information regard-

ing the uncertainty, with membership functions during the whole process.

Moreover, by not using fuzzy numbers as membership functions, some

relevant information is not lost.45

• Novelties in the representation of fuzzy time series: No labels are used,

as they are in most of the current techniques, and this allows working

directly with the fuzzy sets.

• Novelties with respect to the definition of operations between FTS. FTS

is defined as an algebraic element in such a way that instead of using50

classical comparisons based on statistical measures, this proposal allows

determining the degree of similarity at each instant t of the series by

means of a value between 0 and 1. In addition, a specific operation to

compute the degree of membership of any TS to the FTS resulting from

the aggregation is also proposed.55

• Novelties in the way that fuzzy sets are graphically represented: The way

FTS are graphically presented is associated with the own method used
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to generate them in the aggregation process, that is, KDE. Membership

values are represented in terms of colour and size or thickness of lines.

To summarise, it can be noted that most existing methods tend to start from60

a fixed set of labels, and so the data, regardless of time t, are always fuzzified

on the same linguistic variable. This leads directly to a loss of information from

this process. In addition, the other main contribution of our proposal is the

definition of an algebraic framework that allows performing operations on the

series.65

1.2. Structure of this paper

The rest of this paper is organised as follows: First, Section 2 details the

background. Next, Section 3 introduces the theoretical proposal of this paper.

Section 4 details the use case related to the electricity market and lastly, Section

5 presents some conclusions and several lines for future research.70

2. Related Work

FTS has been mainly applied to manage nonlinear problems. The following

is a series of articles that through the application of fuzzy techniques allow the

resolution of problems with such characteristic. As topics, there can be found

enrollment [13, 14, 15], temperature [16, 17, 18], reactors [19], the concentration75

of pollutant gases [20, 21], tourism [22, 23, 24] and aspects related to COVID-19

disease [25, 26], among others. But undoubtedly, a large majority of applica-

tions are focused on forecasting. A survey can be found in [27] where it is

highlighted how there are certain characteristics of fuzzy time series that make

them more suitable for forecasting than those that can be considered as classi-80

cal. In addition, it is interesting to note that there are a number of common

stages in the generation of forecasting models. First, the universe of discourse

is defined, then data partitioning techniques are used, followed by a process of

fuzzification of the data in order to identify fuzzy logical relationships. Finally,

the last step in fuzzy time series modelling is defuzzification. Many studies do85

4



not cover all stages of the model but try to optimise the model by focusing on a

single stage. Thus, among the data partitioning techniques, some are based on

mathematical models [4, 28, 29, 30], others on optimisation techniques, among

which the particle swarm optimisation algorithms [31, 32, 33, 34] undoubtedly

stand out. Also at this stage, clustering algorithms are applied, which present90

variations for this application [35] with respect to the classical techniques. Fuzzy

Logical Relationships (FLS) are linked to FTS, as they allow a relationship to

be established between a current state and a previous one. There are a large

number of works that analyse this type of relationship [36, 37, 38, 39]. Finally,

with respect to defuzzification, its foundations were established in the work of95

Song and Chisson [1, 13]. A differentiation can be made between those studies

using only Type-1 fuzzy sets where each element of the universe is assigned a

precise degree of membership in the range of zero to one and those using Type-2

fuzzy sets that are able to handle the incorporation of the uncertainty normally

associated with noisy or non-stationary conditions. Examples of the latter in-100

clude [40, 41, 42, 43, 44]. As a conclusion of this bibliographical review, it can

be stated that the approach presented in this work is more linked to the Type-2

approach since one of the main objectives is to retain uncertainty by means of

membership functions throughout the process.

Finally, we would like to highlight those works that are considered to be105

more related to our proposal regarding the introduction of the temporal compo-

nent in the context of fuzzy logic. For example, [45] develops a generalization of

negation, conjunction, and disconjunction for temporal intuitionistic fuzzy sets.

In [46], Zadeh’s possibility theory is used as a general framework for modelling

temporal knowledge imbued with imprecision or uncertainty, and in [47], tem-110

poral fuzzy sets are defined and it is shown how they can be induced from the

dynamic trajectory of a physical system.
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3. Aggregation of TS and definition of operations between FTS

As Song and Chissom exposited in [1], the main difference between conven-

tional TS and FTS is that the observations in the former are real numbers while115

those in the latter are fuzzy sets. A FTS, denoted by F (t), can be defined as a

collection of fuzzy sets fi(t) over the universe of discourse Y (t), with Y (t) being

a subset of IR, t = (0, 1, 2, . . .). In this section, first we propose an aggrega-

tion technique of TS into a FTS (Section 3.1), second we establish a theoretical

framework for operating with the obtained FTS (Section 3.2) and then a way120

to compute the membership function of a TS in a FTS is introduced (Section

3.3).

3.1. Aggregation of a set of TS into a Fuzzy Time Series

The first goal of this work is to aggregate a set of TS into a FTS. A collection

of TS is represented as S = {s0, . . . , sn−1}, where each TS is formalised as si =125

{v(i,t0), v(i,t1), . . . , v(i,tm−1)} where tj represents the time for each observation.

As an example associated with the use case subsequently developed in this paper,

the set S could represent the collection of the hourly electrical consumption of

a building over 24 hours (several Thursdays), i.e., si with tj =(0, 1,. . . ,23). The

actual time interval respects a correspondence with the activity of consumption,130

so that the day is considered to start at 5 a.m. at the same time as the activity

in the building. In the case of Thursdays, this interval of 24 hours runs from

5:00 a.m. on a Thursday to 4:00 a.m. on the following Friday. Figure 1 shows

19 TS corresponding to 19 Thursdays belonging to work weeks from 06/02/2014

to 03/07/2014, where, as explained, t0=5 a.m. and t23=4 a.m. Note that the135

date format used is Month/Day/Year.

Let the domain be Y (t) = {v(0,t), . . . , v(n−1,t)} with t ∈ (t0,. . . ,tm−1) and

DEt(v) a density function which estimates the probability that v belongs to

Y (t). The fuzzy set ft over the domain Y (t) is defined as the membership

function µt(v):140
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Figure 1: Thursday consumption TS and values of the domain Y (7)

µt(v) =
DEt(v)

max{DEt(z)|z ∈ Y (t)}
(1)

In this paper, the KDE technique [5, 6] is employed with Gaussian kernel

functions to obtain the density functions DEt. KDE expands the idea of the

histogram, where each observation increases the probability density in the area

where it is located, but does so in such a way that the contributions are grouped

together to create a smooth continuous curve. The kernel is the function that145

determines how the influence of each observation is distributed. Therefore, it can

have a significant impact on the estimation of the resulting density function. In

the vast majority of cases, such as ours, a Gaussian kernel (normal distribution)

is used. It must be noted that DEt is used in the membership function as it

reflects the distribution of values at a specific time instant and other membership150

functions could be used as long as they respect this assumption.

For instance, in Figure 2 it is shown how the fuzzy set f7 is obtained within
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its membership function µ7(v) being the domain Y (7)=(109.63, 104.4, 112.65,

102.47, 98.69, 100.69, 95.42, 94.68, 99.4 , 86.68, 90.68, 84.69, 95.56, 77.84, 80.68,

101.89, 105.68, 80.8, 73.84) that is the consumption at instant t7 for the 19 TS.155

Figure 2: Set of Thursdays’ consumption with the fuzzy set f7 and its membership function
µ7(v)

Now, once a fuzzy set ft has been obtained for every instant t, there can

be defined the FTS over the collection S: FTS(S) = {ft0 , ft1 , . . . , ftm−1
}. This

definition is extended to an arbitrary set T with t ⊂ T such that if r ∈ T , its

membership function fr is

µr(v) =


DEr(v)

max{DEr(z)|z∈Y (r)} r ∈ t

µtdown
(v)(1− α) + αµtup

(v) t0 ≤ r ≤ tm−1, r /∈ t

0 r < t0 or r > tm

(2)

with tdown = maxj{j < r|j ∈ t}, tup = mini{i > r|i ∈ t} and α = r−tdown

tup−tdown
.160

In short, if r is outside the range of values of t, it is 0, if r is in t, it is the value

of the fuzzy set, and if r is between two values of t, it is the linear interpolation
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between them. Now, we try clarify this with an example. If we observe Figure

1, in these time series, the set of possible values for t is {0, 1, ..., 23} and so the

first case of the equation is applied when r takes a value in this set. For instance,165

to compute µ5(v), µ22(v), etc. The second case occurs for values between 0 and

23 not belonging to the set. For instance, for µ5.3(v), µ7.5(v), etc. This case is

necessary because the time series may be continuous and because, in addition,

the time instants for one series can be different than those for another series.

Therefore, in a formal definition, this situation must be considered, although it170

must be emphasised that in our examples, as in our use case, the time instants

for all series are the same. Finally, the third case takes into account values lower

than 0 and higher than 23. In this case, for example µ33(v), the membership

function is always equal to 0.

As an example, Figure 3 shows the time series of electricity consumption for175

19 working Thursdays, where the colour and width of the vertical lines indicate

the degree of membership of the fuzzy sets ft. To clarify this representation,

in Figure 4 the membership functions µ7(v) and µ10(v) are shown. It can be

observed how the values of membership closer to 1 for µ7(v)s are around 100

kwh, while for µ10(v), they are around 75kwh.180

Thursday 24h FTS

Figure 3: FTS result of the aggregation of the TS with the consumption of 19 Thursdays
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μ (v)
7

μ (v)
10

Kwh

Figure 4: Components of the FTS µ7(v)s and µ10(v)

3.2. Definition of the operations with FTS

Let A and B be two FTS with membership functions µA(t, x), x ∈ Dx and

µB(t, y), y ∈ Dy and T : Dx×Dy :→ Dz be a function defined over the domain

Dx×Dy with values in Dz = T−1(x, y). The extension of the function T to the

domain of the FTS is made by defining T̃ (A,B) = Z, where Z is a new FTS185

with membership function µZ(t, z), z ∈ Dz that follows the extension principle

proposed by Zadeh, such that:

µZ(t, z) =
∨

x∈Dx,y∈Dy

{µA(t, x)
∧

µB(t, y)|T (x, y) = z} (3)

where
∨

is a t-conorm and
∧

a t-norm.

As an example of an operation, consider T , the division of FTS with t-conorm

the maximum and t-norm the minimum. An example of this operation is shown190

in Figure 5. The FTS A represents the consumption of the building during 19

Thursdays while the FTS B corresponds to the generation using a photovoltaic

infrastructure of 20 solar panels of 220 watts simulated with the library pvlib

[48] photovoltaic panels during these 19 Thursdays photovoltaic panels during

these 19 Thursdays. The resulting FTS Z is obtained after dividing A by B as195

described in Equation 3. In this case the meaning of the division is the number of

photovoltaic installations needed to satisfy the consumption of this building. So,

the coordinate axis is not kwh, but the number of such installations. Therefore,
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it can be concluded that considering the photovoltaic infrastructure described

above, to satisfy the energy demand during the period when the solar panels are200

capable of producing electricity, sunshine hours, a maximum of 40 installations

would be needed, at dawn and dusk, while 22 installations would be sufficient

during the central hours of the day, when the maximum peak of electricity

generation is reached. It should be noted that t0=5 a.m. and t23=4 a.m. so the

generation hours range from 7 a.m. to 6 p.m. in this particular example205

3.3. Membership of a Time Series in a Fuzzy Time Series.

It is of interest to know if a TS can be considered as the prototype series

of the aggregate set of series. For this, it is necessary to define a membership

function of a TS to the FTS resulting from the aggregation.

Let s′ = vt0 , . . . , vtm−1 be a TS defined on the same domain as the set S.210

Then the mean degree of membership of this series in the FTS(S) is defined as

follows:

µFTS(S)(s
′) =

1

m

m−1∑
i=0

µti(vti) (4)

4. Use Case: Characterisation of the electricity consumption of a

building.

An example of the use of the proposed theory will now be presented. Sub-215

sequently, to demonstrate its ability to describe and synthesize FTS, as well

as its operation, we will present two ways of characterising the patterns of the

consumption of electricity of a public building based on an analysis of its con-

sumption over the 153 days from Monday 02/03/2014 to Sunday 07/06/2014.

To do so, Section 4.1 will present an example that compares the consumption220

series between different buildings. Then Section 4.2 will illustrate the search for

a representative of the building’s consumption. In addition, to strengthen the

applicability in the context of supply and demand, a study of the adequacy of

the generation and demand, also linked to public buildings, and the results of a
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Figure 5: FTS obtained after dividing the Consumption of electricity by the Generation of
electricity during 19 Thursdays

simulation of a generation using only photovoltaic panels, will be presented in225

Section 4.3.
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4.1. Study of consumption on each day of the week, average consumption on

workdays and weekends.

To carry out this study, we separate the set D (which has the data for 153

days) into 7 disjoint subsets: one for each day of the week.230

D = dMonday ∪ . . . ∪ dSunday (5)

In order to characterise the consumption of each day of the week, we obtain

for each subset of D its FTS(di), for i ∈ {Monday, Tuesday, . . . , Sunday},

following the method described in detail in Section 3.1. This yields seven FTS,

as shown in Figure 6. If these pictures are analysed, two clearly separate patterns

of consumption can be identified.235

1. Consumption on workdays, where, after an increase in consumption has

started, the first local maximum is reached in the middle of the morning,

falling to a local minimum at lunchtime, rising again to another local

maximum in the afternoon, and falling to the minimum consumption,

which will be maintained during the night and in the early hours of the240

morning.

2. Weekend consumption, where both Saturday and Sunday show a stable

consumption that could be considered as the minimum consumption of the

building. It should be noted that the existence of some sporadic activity on

Saturday mornings means that the range of uncertainty is greater during245

these hours than on Sundays.

Having obtained a FTS for each day of the week, the two FTS, one reflecting

the average electricity consumption for workdays and the other for the weekend,

can be calculated by using Equationss 6 and 7, respectively. The seven FTS for

each day and the two FTS with the average are shown in Figure 6. Note that the250

scale for weekdays is different from that for the weekends, as the consumption

is much higher on weekdays, and using the same scale would not allow correctly

observing the consumption on Saturday and Sunday.
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FTSWorkdays =
1

5
(

∑
i∈{Monday,...,Friday}

FTS(di)) (6)

FTSWeekend days =
1

2
(FTS(dSaturday) + FTS(dSunday)) (7)

Figure 6: Seven daily FTS, and the two FTS with the average for workdays and weekends

4.2. Establishing consumption patterns

As can be seen in Section 4.1, there are clearly two weekly consumption255

patterns: one for workdays and one for weekends. To verify that the use of the

membership value of a µFTS(s) series can be used to categorise any patterns,

a clustering algorithm will be presented. It is based on concepts of Voronoi,

where the representative of each region is the FTS constructed with the series

of that region and the distance function is the membership function. To this end,260

Algorithm 1 takes as input the collection of TS S and the number of clusters or

groups, k. It gives as output k sets of FTS {c0, . . . , ck−1}, where FTS(ci) is the

representative of cluster ci. The initialisation randomly assigns each series in the

collection S to some set ci. Subsequently, for each ci, a representative FTS(ci)
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is obtained. The algorithm checks the membership of every TS of every set ci265

in the representative of each set. In the event that the maximum membership

is not that of the FTS that is the representative of the cluster to which the

series belongs, it will be assigned to the cluster in which its membership to the

prototype of that cluster is the maximum. Once the membership of all series

in all clusters has been determined, the prototypes FTS of each cluster are270

recalculated and the process is repeated. The algorithm ends when there are no

changes in the compositions of the clusters.

Algorithm 1: Clustering Algorithm

input : S = {s0, . . . , sm}, %Collection of Time Series;
k ∈ N %Number of clusters to be obtained

output: C = {c0, . . . , ck−1} %Clusters obtained;
F = {FTS(c0), . . . , FTS(ck−1)} %Cluster representative;

1 %Split S in k random subsets ci|i = 0, . . . , k − 1;
2 C ←− {c0, . . . , ck−1};
3 %Compute the FTS representative;
4 F ←− {FTS(c0), . . . , FTS(ck−1)};
5 changes←− |S| ;
6 %Algorithm ends if the composition of the cluster doesn’t change;
7 while changes > 0 do
8 changes←− 0;
9 C ′ ←− {c′0 = ∅, . . . , c′k−1 = ∅};

10 for i←− 0 to k-1 do
11 for s ∈ ci do
12 %Compute the maximum membership of a TS to a

representative;
13 j ←− maxj{µFTS(cj)(s)};
14 %Assign the series to a cluster depending on the maximum

membership;
15 c′j ←− c′j ∪ {s};
16 %Determine if the TS has been assigned to a different cluster;
17 if i ̸= j then
18 changes ←− changes +1;

19 %Overwrite the set C with the new organisation of the cluster;
20 C ←− C ′;
21 %Compute the representative FTS;
22 F ←− {FTS(c0), . . . , FTS(ck−1)};

15



As an example, we will present an execution of Algorithm 1 with k = 2

and the initial set of 153 days with their electricity consumption series every

24 h. In the initialisation, lines 1–5, the set of series is randomly divided into275

two groups C = {c0, c1}, defining the initial FTS F = {FTS(c0), FTS(c1)}, as

shown in Figure 7, where it can be seen how these FTS show mixed workdays

and weekends showing simultaneously high stays at consumption between 80

kwh and 100 kwh and at the same time at levels of electricity consumption that

are around 40 kwh. After four iterations of the main loop, lines 6–16, the sets280

C = {c0, c1} do not change their composition, that is, there is no longer any

exchange of series between them. This yields two sets, as shown in Figure 8,

which clearly reflect the two expected consumption patterns: weekday consump-

tion, represented by FTS(c1), versus weekend day consumption, represented by

FTS(c0).285

Figure 7: Initial random clustering

4.3. Adequacy of Supply and Demand

The purpose of this example is to determine what generation capacity would

satisfy the consumption of a public building. This determination will be based

on using subtraction as operation (Section 3.2). We start from the FTS rep-

resenting the consumption of a building during the 153 days, previously used,290

as well as from the FTS of the generation during the same period as shown in

Figure 9.
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Figure 8: Final iteration.

Figure 9: 24 hours generation and consumption.

Energy self-sufficiency is calculated as FTSSelf−Suff = FTSconsumption −

FTSgeneration. In Figure 10, analysing FTSSelf−Suff , it can be observed how

negative values appears when electric energy production is higher than con-295

sumption and positive values on the contrary.

In order to better differentiate between these situations, we define two new

FTS, both shown in Figure 10. FTSSurplus representing the excess of production

over consumption (Equation 8) and FTSGap which shows that generation is less

than consumption (Equation 9).300

FTSSurplus =

 |FTSSelf−Suff | FTSSelf−Suff ≤ 0

0 FTSSelf−Suff > 0
(8)

17



Figure 10: Electrical energy self-sufficiency.

FTSGap =

 FTSSelf−Suff FTSSelf−Suff > 0

0 FTSSelf−Suff ≤ 0
(9)

5. Conclusions and Future Work

We can conclude that the technique that has been developed allows working

at different levels with FTS. Firstly, a method has been proposed for the ag-

gregation of time series into a FTS. This method does not follow the classical

techniques based on statistical measures. Subsequently, a framework for car-305

rying out FTS operations has been defined. As examples of these operations,

division and averaging have been studied. The last theoretical contribution is

the definition of a function for calculating the membership of a TS in a FTS.

At a more experimental level, a new graphical representation of FTS has been

developed, and the results of several experiments presented, to visualise the310

use of the FTS within a very specific set of time series in the supply–demand

domain, more specifically, the electricity consumption and generation in public

buildings.

Future work under consideration is obtaining linguistic descriptions of these

FTS, which could be based on the ideas of some of the literature on forecasting315

described in Section 2. Moreover, along these lines, it would be of interest to

combine these descriptions by means of linguistic operators, where temporality

should play a significant role, in line with the work of Dubois [46].
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The use case presented in this paper is an example of the applicability of

the method in real applications. With the aim of validating the correctness320

and robustness of this proposal, it is of interest to extend the proposal to other

applications, provided that one can achieve their objective or purpose based

on the representation and the algebraic framework of operation defined here.

Another possible line of research could incorporate seasonality. This an element

that may be critical in some applications but has not yet been considered in325

the proposed use case. It is of interest to study how to incorporate it and

whether in this case it is necessary to work in the time domain and not in the

domain of values as is done in this paper. Finally, as pattern recognition

is of great interest, we can consider as future work the search for a technique

within this field that best allows us to perform a pattern search analysis on our330

proposed representation of series for the search for trends, etc., as well as to

establish a comparative framework with other pattern search methods to test

the possibilites of our proposal. ”
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